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Alexander Boldak 1

Faculty of Economics 
Grodno State Agrarian University, Republic of Belarus 

Formation of small rural business in the republic of belarus 

Abstract: The present article is devoted to the formation of small rural enterprises in the Republic of 
Belarus. An overview of the current state of small business is discussed, as well as its dynamic growth 
in the country is put forward. Next, this paper singles out the possibilities of state budget aid to the 
development of small-scale business in agriculture. In addition, the role of infrastructure as reliable 
support of small businesses in rural areas is highlighted. Finally, some prospective directions for the 
development of small business sector in agriculture at the national, provincial and local level are 
proposed.

Key words: entrepreneurship, small rural businesses, government support, agriculture, the Republic 
of Belarus.

Introduction

The modern program of rural development must take into account both the interests of 
the agrarian sector in totality and certain agricultural subsectors in particular. By means of 
appropriate economic efficiency measures, agricultural policy should seek to maintain the 
already-established split of production process and labor between small- and large-scale 
rural business units. The development of small rural entrepreneurship leads to economic 
stabilization, as its flexibility and mobility are of vital importance to market conditions. 

In turn, in order to allow agrarian policy to influence the on-going processes in small 
rural businesses efficiently, and to regulate their development in a proper way, this 
economic sector requires relevant in-depth study. This need for thorough research is due to 
the fact that, even nowadays, small rural businesses are often undervalued. 

Academic studies of development and improvement issues of small entrepreneurship 
have been abundantly covered in the research of many national and international 
economists [Myasnikovich 2008, Shimov 2009]. Still, the majority of scientific approaches 
are debatable [Zhudro 2004]. Many questions regarding improvement of small business 
development in the countryside are insufficiently researched [Gusakov 2007, 
Economical… 2005]. 

Moreover, Belarus has slightly moved up in the ranking of favorable business 
environment according to the World Bank report and the International Finance 
Corporation's study [Doing… 2012, p.3]. The findings of this research suggest that Belarus 
is ranked 58th among the 185 countries under the study, thereby enhancing its position last 
year by 2 rating points. 

Nowadays, Belarus continues to be one of the most active reformers among its 
neighboring countries, having a significantly better position than Russia (112th) and 
Ukraine (137th) but slightly yielding to its Customs Union and Common Economic Space 
partner – Kazakhstan (49th) and to the nearest "Western" neighbor – Poland (55th). 

1 PhD, Associate Professor, e-mail: A-Bold@yandex.ru 
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Besides, Belarus has once again been named one of the leaders among 50 world 
countries (the permanent participants of "Doing Business" study). It has conducted major 
research into creating a more favorable regulatory environment for local entrepreneurs 
since 2005, and has retained third-place ranking. 

That said, the acquired experience demonstrates that not all of the theoretical and 
practical problems of small business in general and in rural areas particularly are being 
solved. In this context, there is a need for research investigation into the viability and the 
objective necessity of forming small rural businesses in the Republic of Belarus. 

The aim of the study 

The main goal of this study is to analyze the formation of small business in 
agriculture. The focus of the paper is the emerging small business sector in rural areas 
under the framework of the transition process (2007-2013) in the Belarussian economy, and 
more generally, the overall study of challenges that small rural businesses face in the 
Republic of Belarus. 

Material and methods

Materials and methods of investigation are based on the research results of foreign and 
national investigators into the formation and development of small business in particular, 
and agrarian economics in general, policy documents of government structures of the 
Republic of Belarus on economic and commercial issues, annual statistical report 
summaries on industries and sectors of the national economy. 

In data collection and processing methods of dialectical logic, scientific abstraction, 
induction and deduction, analysis and synthesis, as well as comparative and other methods 
of economic analysis were used. 

Problems

Recent years have shown a positive trend in the share of small business employment 
with regard to the total employment rate in the economy: it has grown from 28.6% in 2007 
to 31.4% in 2012.  

A universally recognized indicator of business activity in the country and its regions is 
represented through a number of small business entrepreneurs - legal persons, representing 
1000 resident population of working age (on the basis of the annual calculation). The 
results of the author's research show that for the creation of a competitive environment in 
the market economy of the republic at least 100,000 business entrepreneurs are required. In 
addition, the positive experience of economically developed countries should be taken into 
account, where there is one private company for 100 residents. 

In Belarus, the highest level of business activity can be observed in the Minsk region – 
27 small business entrepreneurs - by 1000 resident population of working age (national 
average in the Republic – 16.6), while the lowest can be outlined in the Gomel region - 
only 11 [Small… 2011, p.56].  
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Over the last few years, certain work has been done in the liberalization of necessary 
conditions for economic activities, in eliminating unnecessary government intervention in 
business entities, and the abolition of administrative barriers for effective business 
development. The state, in its turn, also plans to support small and medium-sized business 
entrepreneurs by means of informative provision, as well as property, financial and other 
types of state aid.  

Recently, the State Program for Small Business for 2013-2015 has been adopted in the 
country [State…2012]. The key actions for its realization presuppose, in particular: 

�µ improvement of legislative system regulating the activities of small businesses; 

�µ financial support for small entrepreneurship; 

�µ improving the efficiency of infrastructure as the core element in small business 
support; 

�µ expansion of industrial cooperation and partnership in industry between small and 
large enterprises, international cooperation and development of foreign trade in small 
business sector, etc. 

It is planned that as a result, the growing index of employment in the business sector, 
including individual entrepreneurs, would attain 1.55 million people in 2013, in 2014 -1.68 

million, and in 2015 �¦ 1.8 million. 
Unfortunately, due to lack of funding for the program, the planned number of 

indicators would be not an easy challenge to achieve. Thus, in 2013, for the program of 
business support the state budget will allocate 4.5 times less aid than for the maintenance of 
the Permanent Committee of the Russia-Belarus Union State. 

On the basis of the Republican program a number of regional programs are outlined to 
support small business in 2013-2015. The majority of this money is directed at providing 
public financial support to small rural enterprises for investment projects by providing bank 
loans of budgetary funds, which had an interest rate of not higher than the refinancing rate 
established by the National Bank. Still, their size is below a percentage from the total 
income sum. 

In accordance with the state support programs of small businesses, entrepreneurs can 
also get subsidies to compensate some part of the interest on bank loans. They are also able 
to recover some part of their cost leasing payments. Exhibition activity or organization of 
such events can also be provided with certain subsidies. But such cases are rather rare. 

So far, the Grodno Oblast Executive Committee has allocated only 0.5 million USA 
dollars to support innovative business projects. This amount of money is directed to those 
priority projects that will be associated with the development of the service sector and the 
progressive transformation of the region. Appropriate changes have also been made to the 
regional budget. The following financial assistance can be obtained both by individual 
entrepreneurs and privately owned enterprises, in rural areas as well, if a valuable business 
projects is put forward. Applicants must subscribe to the Base Center for Small Business, 
where they can find help preparing a list of documents which are necessary for their project 
to be considered by the draft committee. If approved, the funds will be awarded in the form 
of soft loans in Belarusian rubles at the refinancing rate plus 0.5 walrus bank, which is 
significantly lower than on general conditions. Thus, the entrepreneur will be able to take a 
loan to buy equipment, to repair the leased premises, and to get some income, before 
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having to begin repaying the loan. However, the decision in view of the insignificance of 
the amount is unlikely to serve as a strong incentive to enhance entrepreneurship in the 
region. 

Nowadays, a network of infrastructure units to support small and medium-sized 
businesses is widely spread all over the country. In 2012, 68.6 thousand people addressed 
the business support centers on various issues. 

In the Stolin district, for example, a local fund "Support Center for Rural Development 
and Entrepreneurship of Stolin district" is successfully managed. The founders of the center  
also include rural residents, interested in the development of farms. Among the chief areas 
of activity of the center one can outline microcredit support for small producers, 
maintenance and support of the project proposals, organization of thematic information 
sessions, cooperation with small business holders. However, only four such institutions 
operate today in rural areas of the country. 

In the framework of the State program of employment promotion, the state 
administration creates the necessary conditions and opportunities for unemployed citizens 
to disclose their business skills. Some entrepreneurs, being unemployed, were retrained 
within employment centers, received grants and loans and used preferential state credits as 
initial capital. Despite this, in 2012, less than 100 unemployed people set up their small 
businesses in rural areas with the help of the state budget fund social security. 

In the business environment, entrepreneurship and business initiatives are largely due 
to the presence of available financial resources. Certain financial support to small and 
medium-sized businesses is made by the commercial banks, which in recent years have 
clearly stepped up their work in this direction. For example, BPS-Bank signed an 
agreement to open a line of credit to finance small and medium business for the amount of  
25 million dollars with the Eurasian Development Bank, as well as an agreement with the 
European Bank for Reconstruction and Development - for 50 million dollars. These cases 
are not numerous and cannot testify about improving financial conditions for developing 
small businesses and enterprise business initiative. 

An example of a business enterprise in the field of agricultural production with the use 
of bank loans is the farm "Fortune" Baranovichi district. In 1993, it had only 2 hectares of 
land. Now, together with the peasant (farm) "Fortune Agro" (both farms work as a single 
set), there are 397 hectares of land. Their base activity is growing vegetables. To stock the 
products, three vegetable storages for 3.5 tons of vegetables are built, including the 
vegetable storage total capacity of 800 tons equipped with refrigerators. The Executive 
Committee, on the instructions of the farm "Fortune", put 18% of the vegetables into the 
off-season storage in 2011-2012. In 2009, a processing plant was constructed, which is 
equipped with a line for cleaning and vacuuming of vegetables. The construction of a new 
center of the same type has been launched in Baranovichi, which should be completed in 
2013. 

However, such examples are not easy to find in the business environment. Thus, 
although small-scale businesses are considered to be the backbone of the whole agricultural 
production, they nevertheless fail to contribute fully to solving the common problems faced 
by the agrarian sector nowadays. 
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Proposals

Promising directions for small business development in the agricultural sector should 
be: 
1. At the national level: 

- create efficient state infrastructure with the aim of supporting small rural business; 
- determine the mechanism for realising the ground legislation; 
- improve financial, credit and property relations along with taxation. 

2. At the regional level: 
- aim legislative activity in this field of the economy at creating a favorable business 
climate in order to boost entrepreneurship in agriculture; 
- remove unnecessary administrative barriers; 
- provide equal conditions for all rural businesses whose goal is to enter the market; 
- provide concessional loans for all forms of small rural businesses; 
- allocate subsidies to the formation of social and productive infrastructure in rural 
areas;
- improve the system of business training for rural entrepreneurs; 
- coordinate all vital matters relating to the development of small business in the field 
of agriculture. 

3. At the local government level: 
- establish in-depth control over the use of budget funds and provided benefits; 
- organizate information and advisory services; 
- provide property support in the form of allocation, sale and lease of property of 
bankrupt firms to small agricultural enterprises; 
- compile and disseminate best practices of agricultural production; 
- use performance as a guarantee in obtaining loans for small rural entrepreneurs. 

Conclusions

To recapitulate, it is worth noting that many of the problems constraining the 
development of small rural businesses can be solved if the revitalization of business 
organizations were followed, if opportunities and methods of self-regulation were applied,  
and if authorities maintained a favorable attitude such endeavors. At the same time, state 
economic policies regarding small rural entrepreneurship should focus on improving the 
efficiency of institutional changes, forming a layer of real entrepreneurs, and creating an 
effective incentive mechanism to support the development of entrepreneurship. 
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Speculation in the agricultural commodity market 

Abstract:  This paper studies the role of speculators in explaining agricultural commodity price 
movements. The spikes in global agricultural commodity prices in 2007-2008 and 2010-2011 have 
opened a debate on the contribution of speculation to recent food price volatility. Most academic 
literature does not support the idea that speculators drive commodity prices beyond fundamental 
levels. There are, however, some researchers who do find empirical evidence supporting the idea that 
the activity of speculators affects commodity prices. This paper concludes that the activity of 
speculators may temporarily overprice or underprice commodity values. It is assumed, however, that 
both fundamental and financial factors influence commodity prices. Nevertheless, it is difficult to 
indicate the extent to which each factor separately affects prices.  

Key words: agricultural commodities, futures market, speculation, price 

Introduction

The first decade of the 21st Century has brought on remarkable structural changes to 
the commodity futures market. Trading volumes and open interest have increased 
considerably. Significant changes have been observed in both trading and participants of 
the commodity markets. According to Domanski and Heath [2007] commodity markets 
have become more like financial markets. New financial participants have entered the 
commodity futures market. Investments in commodity indices have turned out to be 
attractive alternative investments for financial institutions and pension funds [Irwin and 
Sanders 2012]. Commodity futures are effective in diversifying equity and bond portfolios 
because commodity futures returns are generally negatively correlated with bond returns 
and share returns. Gorton and Rouwenhorst [2006] claim that commodity futures perform 
better in periods of unexpected inflation, when stocks and bonds do not provide 
a satisfactory return. The increasing presence of market participants investing in 
commodities derivatives initiated the so-called process of “financialization” of commodity 
markets [Falkowski 2011]. 

During 2007-2008 and 2010-2011, prices of commodities, including agricultural 
commodities, increased rapidly. Figure 1 presents the monthly International Monetary Fund 
Primary Commodities Price Index and Food Price Index from January 2005 to December 
2012. The IMF’s Primary Commodities Price Index is a weighted average of prices for 51 
primary commodities grouped into three main classes: energy, metals, food and beverages. 
The commodity weights are derived from their relative trade values. The weighted values in 
the commodity basket reflect the structure of trade in 2002-2004. Both the Primary 
Commodities Prices Index and the Food Price Index use 2005 as the base-year (average of 
2005=100).  

1 Msc, e-mail: katarzyna_czech@sggw.pl 
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Fig. 1. IMF Primary Commodities Price Index and Food Price Index during 2005-2012 

Source: International Monetary Fund, Primary Commodity Price System. 

Commodity prices, including food prices, rose dramatically from 2007 to the middle 
of 2008. In the second half of 2008 prices collapsed sharply, and they rose rapidly during 
2010-2011 (Figure 1). Many academic economists suggest that fundamental factors provide 
the most consistent explanations of recent commodity price movements. However, other 
researchers claim that macro and microeconomic factors cannot fully explain the recent 
increase in commodity prices. They identify investor activity in the commodity futures 
market as a driving force behind the sharp price rise of many commodities.  In their 
opinion, speculation has pushed up commodity prices beyond fundamental levels. 
Moreover, the growing interest of speculators in the commodity futures market increases 
price volatility in this market. It needs to be emphasized, however, that many research 
studies do not provide sufficient empirical support to confirm the impact of speculators on 
commodity price movements. 

This paper examines the literature concerning the impact of speculation on commodity 
prices. The article is focused on wheat and maize markets. The aim of the paper is to 
provide a comprehensive assessment of the sharp increase in selected grain prices during 
2007-2008 and 2010-2011. The remainder of the paper is organized as follows: section 2 
reviews the relevant literature; section 3 explains the reasons for recent price surges in the 
wheat and corn markets; the last section provides concluding remarks. 

Literature review 

According to Working [1960], futures markets are primarily hedging markets and the 
amount of speculation in this market depends mainly on the number of hedging 
transactions. However, much has changed in the futures market since Working was 
published. During the last few years, a rapid increase in the level and volatility of 
commodity futures prices has been observed. Many researchers have attempted to identify 
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the factors that might have brought about the surge in commodity prices in 2007-2008 and 
2010-2011. Some of them claim that fundamental factors are the main determinants of 
commodity prices. However, others argue that an increase in the activity of speculators 
leads to the price bubbles in commodity markets. The recent commodity price boom has 
been examined in a number of papers. The article is focused on works concerning mainly 
food commodities.  

The fundamental causes of high agricultural commodity prices are divided into 
supply-side and demand-side factors. The most debatable cause of recent commodity price 
spikes is the conversion of land and crops from food production to biofuels production. 
Other commonly cited factors are high energy cost, crop failures, decelerated productivity 
growth in agriculture, trade policies, global growth in population and per capita incomes, 
etc. Moreover, prices of agricultural commodities are generally traded in US dollar 
currency. Hence, the recent spike in food prices in 2007-2008 would have been lower if the 
price had been adjusted for the depreciation of the US dollar in 2007-2008. [Cardwell and 
Barichello 2009] It needs to be emphasized that dollar depreciation also contributed to the 
2010-2011 spike in commodity markets. Between July 2010 and April 2011, the U.S. dollar 
depreciated 12.9% against the euro [World Bank, 2011]. Plantier [2012] claims that since 
2004 the movement of commodity prices has been driven mainly by US dollar depreciation, 
slow global supply growth and rapid growth in emerging markets such as China, Brazil, 
India and Russia. 

The spikes in global agricultural commodity prices in 2007-2008 and 2010-2011 have 
opened a debate on the contribution of speculation to recent food price volatility. Most 
academic literature do not support the idea that speculators drive commodity prices beyond 
fundamental levels. Irwin et al. [2009] claim that economic fundamentals provide better 
explanations for commodity price movements. He argues, however, that the complexity of 
macro and microeconomic factors causes the difficulty of assessing in real-time the 
fundamental reasons for commodity price surges. Speculator activity provides a convenient 
explanation for rapidly rising or falling prices. Petzel [1981] has written “Futures market 
speculators have frequently been blamed for variations in grain prices. In periods of rising 
prices (e.g., the early 1920s, the Korean War, inflation, and the 1970s) grain speculators 
have been accused of increasing the prices of agricultural commodities artificially. During 
the early 1930s when agricultural prices were low, grain speculators were accused of 
depressing prices.” According to Irwin et al. [2009] whenever commodity prices have 
rapidly increased or decreased over the last 125 years, there were many attempts to impose 
limits on speculative positions and to control prices. However, there is little historical 
evidence proving that the regulation of speculation had the desired effect on market price.  

There are some researchers who do find empirical evidence supporting the idea that 
speculators drive commodity prices beyond fundamental value. Baffes and Haniotis [2010] 
examined three main factors (speculation, higher demand for agricultural commodities by 
emerging economies and higher biofuels production) that may have caused the commodity 
price surge during 2006-2008. They have shown that speculation played a crucial role 
during the commodity price rise in 2008. Higher biofuels production had an impact on 
commodity price movements, however the influence was much lower than initially thought. 
They have found no evidence that stronger demand by emerging economies had any effects 
on commodity prices. According to Wahl [2009], speculation on agricultural prices played 
a decisive role in the commodity price bubble in 2007-2008. The FAO food price index 
increased by 71% between the end of 2006 and March 2008. He claims that fundamental 
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factors alone cannot explain such a high volatility in the agricultural commodity market 
during 2006-2008.  

It needs to be emphasized that no single factor alone determines the market price. 
Speculation might have affected commodity prices. Many academic economists believe that 
speculators enhance market efficiency. Keynes [1930] argues that speculators provide 
market liquidity and underwrite the risk of high volatility in the spot market. Friedman 
[1953] claims that speculation stabilizes market prices. Some researchers claim, however, 
that speculation increases volatility and drives prices beyond fundamental level. Literature 
reports conflicting conclusions about the influence of speculators on commodity price 
[Zawojska 2011]. Moreover, it is hard to examine the relationship between speculation and 
commodity price movements. The problem results mainly from the lack of appropriate and 
comprehensive data which will allow assessment of  the connection. 

Wheat and maize price volatility 

We can distinguish three fundamental groups of commodities with different 
characteristics and return drivers [Geman, 2005]: 

�x Energy: oil, natural gas, coal, etc. 
�x Metals and minerals: iron, copper, gold, etc. 
�x Agricultural products: soybeans, wheat, maize, rice, etc. 
This paper is focused on agricultural commodities, mainly on crops like maize and 

wheat. Figure 2 shows monthly nominal prices (in U.S. dollars per metric ton) of maize and 
wheat from January 2005 to December 2012. 

Fig. 2. Nominal price of corn and wheat during 2005-2012 

Source: International Monetary Fund. 

Between January 2007 and June 2008 most commodities prices rose sharply. At that 
time maize price increased by 74% and wheat by 78%. By the end of November, maize 
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stood at 43% of its peak level, wheat at 48%. A new surge was observed in 2010, with price 
peaking in the middle of 2011 and again in the middle of 2012. Such a high food price 
volatility arises from shocks that may come from a number of sources. 

There are many researchers who claim that fundamental factors play a crucial role in 
explaining recent price movement in the grain market. The increase in biofuel demand is 
one of the strong explanations for the sharp rise in commodity prices. It concerns mainly 
the price of maize since the use of maize for ethanol has been rising rapidly over the last 
few years. The growth in biofuel production does not impact directly the price of wheat or 
soybean, however, the substitution effect may have occurred. The expansion of maize area 
has contributed to the decline in soybean and wheat areas [Mitchell, 2008]. Collins [2008] 
calculated that 60% of the increase in maize prices during 2006-2008 was brought about by 
the surge in usage of maize in biofuel production. Rising oil prices account for another 
explanation for rapidly increasing commodity prices. Oil prices have an important impact 
on the cost of agricultural production. Oil prices affect the price of fuel, fertilizers and other 
chemicals used in crop production. Heady and Fan [2008] estimated that the surge in oil 
prices increased the cost of US production of wheat, maize and soybeans by 30%-40% 
during 2001-2007 relative to the scenario in which oil-related prices increased only by the 
inflation of the US GDP deflator. 

Some researchers claim that speculation has driven grain prices up to excessive levels. 
It concerns mainly grain futures prices. It needs to be stressed that future prices are the 
benchmark of spot prices. A popular method of monitoring speculator activity in futures 
markets is the analysis of open interests in the Commodity Futures Trading Commission’s 
(CFTC) Commitments of Traders Report (COT). The U.S. Commodity Futures Trading 
Commission distinguishes two main commodity markets participants: commercial traders 
(hedgers) and non-commercial traders (speculators). Commercial participants are physically 
involved with the production and consumption of commodities. They use derivatives 
markets to hedge against price fluctuations. Non-commercial participants want to improve 
or diversify their portfolios and do not take physical delivery of the underlying commodity. 
They want to generate profit from changes in prices. The Commodity Futures Trading 
Commission publishes the positions held by traders in the Commitment of Traders Report. 
There are two versions of the report. The Futures Only Commitment of Traders Report 
includes futures market open interest and the Futures and Options Combined Commitment 
of Traders Report which aggregates futures and options markets open interest. The weekly 
reports are released every Friday and provide data of each Tuesday’s open interest.  

Since 2006, the CFTC has published the Commitments of Traders Commodity Index 
Trader Supplement. The Supplemental report provides information about futures and 
options markets open interest in selected agricultural markets. Moreover, it shows the 
positions of additional traders category, the so-called commodity index traders. Index 
traders are drawn from the non-commercial and commercial categories. From the one side 
their positions belong to the hedgers (commercial traders), from the other side their 
behavior is similar to the behavior of large hedge funds (non-commercial traders). Index 
traders are likely to be responsible for sharp falls and rises of commodities prices. Their 
positions are generally used as a proxy of speculative activity. The group of index 
speculators covers mainly institutional investors like pension funds, sovereign wealth 
funds, public and private foundations and life insurance companies. Index traders generally 
take long positions. This direction of investment decisions is favorable in the capital 
market. It is detrimental, however, to commodities markets. If index traders take both long 
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and short positions, then the commodity prices would both fall and rise. Index traders lean 
mainly toward long directions and as a result, they push commodity prices up. On the other 
hand, during turbulent days in the financial market, index traders withdraw their investment 
in the commodity market and it provokes a drop in prices. Moreover, it needs to be 
emphasized that index speculators buy commodity futures irrespective of the price and 
regardless of supply and demand fundamentals. Therefore, it pushes agricultural 
commodity prices beyond the level warranted by fundamental forces.  

Figure 3 shows commodity index traders net positions in commodity futures and 
options markets from January 2006 to December 2012. Net position is defined as long 
position minus short position. The higher amount of net positions, the higher the activity of 
index traders is supposed to be. On the other hand, higher activity of index speculators in 
the commodity market is associated with higher price levels. 

Fig. 3. Commodity index traders net positions in futures and options during 2006-2012 

Source: Commodity Futures Trading Comission’s (CFTC) Commitments of Traders Report (COT). 

On the basis of Figure 3, the following conclusions can be drawn. Between 2006 and 
2008, when the commodity prices were going up, speculators were buying large amounts of 
future contracts. Between late 2008 and early 2009 speculators temporarily exited the 
analyzed commodity markets. They were selling the contracts, which brought about the fall 
in prices. From the middle of 2009 they started buying contracts again, triggering the new 
price peak between 2010-2011. It needs to be emphasized that the higher the amount of 
contracts they buy, the higher the amount of net open positions. The higher the amount of 
contracts they sold, on the other hand, the lower the volume of net open positions. Under 
the above statements, it is shown that the activity of index traders (speculators) may have 
an impact on the price movements in the maize and wheat markets.  

 The majority of empirical evidence does not support the conclusion about the impact 
of speculators on commodity market prices. The problem is that it is difficult to find a 
proper measure of the extent to which speculation accounts for the commodity price 
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volatility. The lack of sufficient information about the commodity derivatives market 
hampers the analysis of the above phenomenon. Data about net positions of each category 
of traders are available only for U.S. centralized exchange markets and only for the period 
from January 2006 till today. Moreover, the classification of commercial traders, 
non-commercial traders and index traders is not perfect, e.g. there is a possibility that some 
commercial traders also take speculative positions. Moreover, not only the futures contracts 
market but also the over-the-counter forward market constitute an important part of 
commodity market liquidity. Subject to these caveats, however, these data are the best 
publicly available data which reflect the activity of speculators in the agricultural 
commodity market. 

Conclusions

The majority of empirical evidence does not support the conclusion about the impact 
of speculators on commodity market prices. Many researchers claim that only fundamental 
factors affect commodity prices. In their opinion recent surges in the agricultural 
commodities prices were driven mainly by rising oil prices, biofuels demand, crop 
shortfalls, U.S. dollar depreciation, etc. Some researchers believe, however, that speculation 
has driven commodities prices up to excessive levels. A popular method of monitoring the 
activity of speculators in the futures market is the analysis of open interests in the 
Commodity Futures Trading Commission’s (CFTC) Commitments of Traders Report 
(COT). It concerns mainly the open interests of index speculators. Index traders are likely 
to be responsible for sharp falls and rises of commodities prices. This group of traders 
covers mainly institutional investors like pension funds, sovereign wealth funds, public and 
private foundations and life insurance companies. The analysis of index traders’ net 
positions in maize and wheat markets from January 2006 to December 2012 has shown that 
the activity of index speculators might have had an impact on their price movements. 

It is not clear what effects commodity index traders have on prices for agricultural 
products. According to Irwin and Sanders [2011], there is little evidence that index funds 
(index speculators) drove commodity prices up between 2007-2008. Girardi [2012] has 
shown, on the other hand,  that commodity index traders have affected wheat prices, linking 
them to stock market volatility and to the price of oil. However, lack of sufficient 
information concerning the activity of speculators hampers support for the hypothesis that 
speculation, not the fundamental factors, caused commodity prices to rise so sharply in 
analyzed periods. Nevertheless, the activity of speculators is likely to temporarily overprice 
and underprice the commodity values. In general, both fundamental and financial factors 
may have an impact on commodity prices. It is difficult, however, to indicate the extent to 
which each of them affects prices.  
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Policy Analysis Matrix: An analysis of the effectiveness of state 
agricultural policy for the dairy sector in Ukraine 

Abstract. Dairy production in Ukraine, as well as worldwide, is an important sector of the economy 
which ensures the food security of the country. The Ukrainian dairy sector has many unsolved 
systematic problems, foremost of which is the decrease in cow productivity and the number of cows. 
This directly influences the decrease of total milk production, and, as a result, a deficit on the food 
market. Today, the Ukrainian government has to focus on improving dairy sector support in order to 
ensure its effectiveness in the future.
PAM-analysis was used to evaluate the effectiveness of state agricultural policy in the dairy sector. 
Research results show that the production system of Ukraine can ensure profitable milk production in 
private and social prices. But, while dairy producers benefit from cheap internal resources, state policy 
in the dairy sector impacts profitability of milk production by production trade factors.  

Key words: dairy sector, agricultural policy, protection, effectiveness, state regulation, PAM, 
Ukraine. 

Introduction

According to the example of developed countries, effectiveness of milk and dairy 
production as well as development of the dairy market under modern conditions of the 
agricultural sector depends on the effectiveness of state agricultural policy. State policy 
influences many areas: farm profitability; production volume and structure; inter-branch 
and inter-farm relationships aiming to create stable economic, legal, social and ecological 
conditions for the development of the dairy sub-sector; meeting population needs in food 
products; increase of dairy sector’s export potential and expansion of the export geography 
through different parts of the world.  

Ukrainian agriculture and the dairy sector in particular, is one of the most regulated 
sectors of the Ukrainian economy. But often, the state policy has a conflicting character and 
doesn’t bring expected results. Today, the main task of state agricultural policy is to 
improve financial indicators of milk production. The aim of the research presented here is 
to evaluate the impact of state agricultural policy on the development of dairy production in 
Ukraine. 
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Dairy sector in Ukraine 

During the last ten years, the dairy sector of Ukraine has faced a constant decrease of 
milk production primarily due to a decrease in the number of cows. Domestic agricultural 
enterprises often change their milk production orientation to milk-and-meat specialization, 
thus decreasing the number of milking cows. At the same time, milk production 
concentrates in private households with no sanitary and hygienic control and the raw 
material produced is often of doubtful quality. During many years private households 
remain the main milk producers with 79,7 % of general production in 2011,while in 1990, 
agricultural enterprises produced 76% of milk.  

Another aspect of the problem is low cow productivity in Ukraine which is twice 
lower than in developed countries. Average milk production per cow in Ukraine is 3,5-4,5 
thousand kilos/year while worldwide it is 6-9 thousand kilos/year. It is important to 
mention that positive dynamics are present in average yearly milk production, which can be 
explained by a decrease in the number of low-production animals. 

Table 1. General indicators of milk production in Ukraine  

Indicators 
Years Deviation

2011 to 
2010, % 1990 1995 2000 2005 2010 2011 

Milk production 
total, thousand tons: 

24508 17274 12657 13714 11248 11085 98,5 

including agricultural enterprises 18634 9443 3669 2582 2216 2246 101,3 

including private households 5874 7831 8988 11132 9032 8839 97,8 
Number of cows, thousands 
heads: 8378 7531 4958 3635 2631 2582 98,1 

including agricultural enterprises 6195 4595 1851 866 589 584 99,1 

including private households 2186 2963 3107 2769 2042 1998 97,8 
Average milk production per 
cow, kg: 

2863 2204 2359 3487 4082 4147 101,6 

including agricultural enterprises 2941 1908 1588 2952 3975 4109 103,4 

including private households 2637 2722 2960 3643 4110 4191 101,9 

Source: own calculations by the State Statistics Service of Ukraine. 

Constant yearly decreases of milk production have caused a deficit of dairy raw 
material (including available export markets). As a result, high competitiveness on the 
market influences purchasing prices. Between 2000 and 2005, milk purchasing price 
increased by 70%, and between 2006 and 2011 prices tripled, thus sometimes being higher 
than European prices. 

Production cost is another important element in the production efficiency of 
agricultural enterprises. According to official statistics, forage costs and labor costs 
dominate the general structure of milk production costs �í 45,5-47,5% and 18-21% 
respectively. Thus, between 2006 and 2011 the above-mentioned costs grew 2,3 and 3,1 
times respectively, which resulted in an increase of the milk production cost by 2,5 times. 

But, despite decrease of milk production volumes, its profitability in agricultural 
enterprises increased by 3,4 % in 2011 when compared to 2010, and by 119 % when 
compared to the crisis in 2006. Such results are explained by increase of purchasing prices 
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and state agricultural policy. During a few years the governmental program for dairy sector 
support was very unstable and changed several times, which restrained sector development. 

The government program includes: financial and credit mechanism of regulation 
(preferential loans, leasing support, credit interest rates subsidizing), tax mechanism of 
regulation (fixed agricultural tax and special VAT mechanism), price mechanism of 
regulation (intervention purchases, setting the minimum purchase price), support of 
insurance, governmental support for the dairy industry through appropriate programs 
("Revival of cattle", State Program for Rural Development for the period by 2015) etc. 

The main reasons of such instability are: imperfect state management in the dairy 
sector, ineffective financial and credit policy for the agricultural sector, absence or 
complicated access to cheap financing, use of old technologies and production means 
due to absence of financial resources. 

In order to improve the actual situation, the Ukrainian government must: determine all 
advantages and disadvantages of its regulation policy; analyze level and mechanisms of 
state support for milk production which will afterwards allow evaluation of perspectives for 
the domestic dairy sector on the international market.

 Improvement of the state support policy in milk production remains one of the most 
important and strategic priorities for the Ukrainian government.

Material and methods 

The agricultural sector is very often a target of state regulations. Government usually 
pursues different objectives: increase in production, securing of farm income, supplying of 
the population with cheep foodstuff, etc. Besides, in our opinion, present state agricultural 
policy should be aimed at supporting milk producers, the formation of regulatory policy to 
provide a stable income for dairy producers, fair and rational allocation of available 
resources and supporting enterprises that really need help. 

Most European countries have a wide system of agricultural policies which affect 
agricultural production. The impact of a single policy on the profitability of production 
could be either positive or negative. 

We suggested use of the The Policy Analysis Matrix (�J�:�F, developed by Monke and 
Pearson in 1989) used as an instrument of analysis for the entire production system. This 
matrix will help analyze effectiveness of agriculture sector regulation and the role of the 
state in this regulation. State policy effects are evaluated while observing profit change of 
agricultural producers [Monke and Pearson 1989].  

The main idea of the PAM is the comparison of private and social prices for inputs 
used in production and also for the produced goods. Private prices are prices observed in a 
current situation, while social prices conform to the situation without any intervention of 
the government or market distortions [Yao 1997]. 

In practice, PAM, presented in Table 2, contains costs and revenues in private and 
social prices. Total production costs are separated to tradable inputs and domestic factors to 
produce one unit of output. Tradable inputs are goods traded internationally. Domestic 
factors refer to land, labour and capital. The prices of domestic inputs are mainly 
determined by local markets. In contrary, prices of tradable inputs are determined by 
international markets. 
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Table 2. Structure of the Policy Analysis Matrix (PAM) 

 Revenues 
Costs 

ProfitsTradable inputs Domestic factors 

Private price �: B C D=A-B-C 

Social price E F G H=E-F-G 

Effects of divergences and efficient 
policy

I=A-E J=B-F K=C-G L=G-H=I-J-K 

Profitability coefficient (PC) PC = D/H 

Domestic cost ratio (DRC) DRC = G/(E-F) 

Private cost ratio (PCR) PCR = C/(A-B) 

Social cost benefit ratio (SCBR) SCBR = (F+G)/E 

Nominal protection coefficient (NPC) NPR = A/E 

Effective protection coefficient (EPC) EPR = (A-B)/(E-F) 

where is: (A) revenue based on private price, (E) revenue based on social price, (I) output transfers, (B) tradable 
input cost based on private price, (F) tradable input cost based on social price, (J) input transfers, (C) domestic 
input cost based on market price, (G) domestic input cost based on social price, (K) factor transfers, (D) private 
profits, (H) social profits, (L) net transfers.  

Source: [Monke and Pearson 1989]. 

The structure of the PAM allows a double calculation in the table. 
On the first line of the PAM is the calculation of private profitability (D), defined 

revenue (A) minus total costs (B+C). Where, B and C are tradable and domestic inputs, 
respectively. In other words, the first line of the PAM contains the value for the accounting 
identity measured at private prices, which is the price actually used by different agents to 
purchase their inputs and sell their outputs. 

The second line of the PAM calculates the social profit which reflects social 
opportunity costs. Social profits measure efficiency and comparative advantage. Social 
profitability (H) measures revenue valued at social prices less value of tradable and 
domestic input both valued at social price. 

The third line of the matrix represents transfers that come into changes in government 
policy. 

The differences between revenues, costs and profits in private and social prices can be 
both negative and positive. A negative output transfers (I<0) or positive input (J>0) and 
factor transfers (K>0) means worsening of the situation in a sector through state policies. 
Transfers by costs and revenues can equilibrate each other. Net transfers (L) show an 
impact of government influence on a farm income [Ramanovich 2005]. 

A few additional indices can be calculated from the PAM. The most used are:  
• The Profitability coefficient (PC) shows the impact of all transfers on profitability. 

The index is calculated as a ratio of private profit to social profit.  
• The Domestic cost ratio (DRC) measures the efficiency of utilisation of domestic 

factors in the analyses of production systems. The DRC is widely used as an indicator of 
competitiveness. The index calculated is a ratio of social costs for domestic factors to their 
value added. If the DRC<1, the production in a country is competitive. If the DRC>1 it 
signifies that the country has a disadvantage in production of the analysed goods.  
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• The Private cost ratio (PCR) is almost identical to the DRC. The difference is that 
for the PCR the values in private prices are used.  

• An alternative for DRC in measuring comparative advantage is Social cost benefit 
ratio (SCBR). The SCBR is defined by the ratio of total resources cost to the revenue. The 
SCBR provides more accurate rankings of the comparative advantage of alternative 
activities. In this study only one activity is investigated. So, the result of DRC is similar to 
using SCBR. 

• The Nominal protection coefficient (NPC), which is defined by the ratio of domestic 
price to the social price can be calculated for both output and input. NPC greater than 1 
indicates implicit nominal protection or subsidy by producers, and implicit nominal tax, 
when NPC is less than 1. 

•The Effective protection coefficient (EPC) another coefficient of incentives, is the 
ratio of value added in private prices to value added in social prices. This coefficient 
measures the degree of policy transfer from product market-output and tradable-input-
policies. EPC value greater than 1 indicates positive protection of value added by 
producers, while effective taxation of value added by producers is indicated when EPC is 
less than 1. 

Results

To investigate the influence of policy on the Ukraine dairy sector, milk production at 
the level of agricultural enterprises was analyzed. For the calculation of social prices of 
inputs and outputs, world prices were used. The world prices are adjusted for transportation 
and other costs. For importing inputs, social prices are calculated by adding marketing costs 
by CIF prices. In addition, FOB export prices are used for exportable inputs. The major 
outcomes of the analysis are presented on Table 3. 

Table 3. Results of the PAM-analysis for dairy production enterprises 

Revenues, 
UAN/t 

Costs, UAN/t 
Profits, UAN/t 

Tradable inputs Domestic factors 

Private price 2735 656,65 1586,75 491 

Social price 3309 786,17 1620,23 903 

Effects of 
divergences
and efficient 

policy

-574 -33,48 -129,55 -411 

PC 0,54    

DRC 0,64    

PCR 0,76    

SCBR 0,73    

NPR 0,83    

EPR 0,82    

Source: own calculations by the State Statistics Service of Ukraine. 
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In the given PAM structure, calculation of the difference between revenues and 
expenses in private prices shows that, on average, dairy enterprises gained 491 UAH/t of 
profit in milk production. However, the difference between private and social prices means 
that domestic enterprises, functioning in the conditions of the existing market and state 
policy, receive on 411 UAH/t less of profit. In the other words, social revenue of 903 
UAH/t of milk is an indicator of efficiency and competitiveness advantages, and the 
difference between private and social revenue reflects net transfers (incomings) resulting 
from the change of the state policy. 

In general, results of the PAM-analysis show both positive and negative impact of the 
existing policy on the market situation. On the one hand, milk producers in Ukraine benefit 
from cheap internal resources. Currently, expenses on the internal production factors are 
1586,75 UAH/t, which is lower than the level of social prices (1620,23 UAH/t). The same 
situation is observed with tradable production factors, but it is important to mention that the 
current imperfect economic system makes tradable resource costs more expensive. 
However, analysis results are also influenced by state policy which partially compensates  
costs related to herd renovation �í compensation of 50 % of the cost of purchased cows and 
heifers. Currently, tradable resource costs paid by milk producers are of 656,65 UAH/t, in 
social prices �í 786,17 UAH/t.   

Also, the price policy in enterprises caused a decrease of the agricultural revenues 
from 3309 to 2735 UAH/t. In general, the production system in Ukraine allows profitable 
milk production in private and social prices.  However, due to governmental policy 
regarding market production factors in then dairy sector, the profit from milk production 
decreased by 46 % (PC = 54). 

DRC (0,64) and PCR (0,76) demonstrate active exploitation of internal resources in 
milk production. In both cases (in current situation as well as in case of social prices), milk 
production in Ukraine can be considered competitive. Nevertheless, approximation of the 
given indicators to 1 means a decrease of competitive advantages in the dairy sector.  

The SCBR indicator is another competitiveness indicator, as it is more sensitive to 
errors and helps determine whether production is really competitive and creates net social 
revenue for the country. Thus, SCB for Ukrainian milk producers is 0,73, which means that 
domestic milk producers in Ukraine are competitive. In other words, their expenses on 1 
ton of produced milk are 73% of revenue.  

NPC (0,83) is another important indicator, which shows the effectiveness of state 
regulation and level of support of the Ukrainian milk market. Its value testifies to the 
invisible nominal tax for producers. The value of the EPR (0,82) indicator confirms the 
imperfectness of the support system for milk producers and the presence of invisible 
taxation of the added value, which creates additional barriers for domestic products when 
entering the world market.  

Conclusions

Analysis of the internal support of Ukrainian milk producers was performed on the 
basis of the conducted calculations. Obtained results affirm that the internal support 
mechanism of the Ukrainian dairy sector needs to be improved and partly changed. The 
current mechanism of dairy sector state support doesn’t favor an increase in the sector’s 
efficiency. Absence of support on entering international markets and immoderate taxation 



weakens the competitive positions of domestic dairy products. In our opinion, in order to 
determine the qualitative level of state support of the dairy sector, it is necessary to review 
governmental policy regarding accessibility of production resources needed in milk 
production, making them less expensive and accessible for producers. Such measures will 
favor milk production cost decreases, and as a final result – improvement of efficiency. 
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Agricultural policies in the context of regional and global food 
security concerns – the case of the Asian region  

Abstract.The paper discusses the effects of changes in Asian agricultural policies on regional and 
global food security. It also takes account of the consequences of the “rise of Asia” for the European 
Union food sector. The Asian region is vitally important for future world food security. On the one 
hand, it suffers from volatility of agricultural commodity prices; on the other hand, individual 
countries introduce export barriers reducing supply in the global market as was the case during the 
2007-08 food crisis. Therefore, the key question arises as to whether regional integration agreements 
like ASEAN (Association of South-East Asian Nations) or ASEAN+China can shape agricultural 
policies of these countries and their food self-sufficiency status. Despite ASEAN’s intention to 
establish an ASEAN Economic Community by 2015, there was a lack of solidarity during the 2006-08 
crisis to ensure food security in the region. Yet, given increasing demands from economic, 
demographic and climatic pressures, more intense regional cooperation can be expected in the near 
future. Thus, it is of interest to explore possible common solutions for food security policy in the 
region as well as their impact on national, regional and global food policies. It is still uncertain 
whether the Asian countries will adopt outward- or inward-looking policy strategies. There were some 
initiatives set up, however, due to many controversies between net rice exporters and importers, they 
failed. Therefore, in what direction will agricultural policies in Asian countries be heading in the 
foreseeable future? Will Asian countries further develop market mechanisms supporting agricultural 
prices like export quotas and bans, or will they shift to more “green” and trade-neutral policy 
instruments consistent with the World Trade Organization’s  requirements? 

Key words: agricultural policy, food security, Asian region

Introduction

Economically, Asia belongs to one of the most dynamic developing regions of the 
world. The current financial and economic crisis has not affected the Asian economies as 
strongly as it has affected the economies in the US and Europe. Prognoses indicate that this 
region will play a leading economic and political role in the world in the coming years. 

Despite economic growth there are still a huge number of people in the Asian 
countries that live below the poverty line. Rising food prices have hit the poorest most 
severely, causing protests and riots. Political and economic instability in such an important 
region negatively affects the situation in the whole world. 

The latest food crisis of 2007-2008 led to an increase in protectionism in many 
countries of Asia. Numerous trade restrictions and programs have been introduced to 
support domestic markets and own citizens at home. This in turn has adversely affected the 
functioning of the global agricultural markets. 
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Rapid population growth in developing countries, including Asian countries, as well as 
the increasing fluctuation of food prices will intensify the problem of access to food at a 
reasonable price in the Asian region. Thus the paper attempts to answer the question of 
what impact the activities for the preservation of food security in the Asian region will have 
on regional and global food security situations. For this purpose, actions taken by Asian 
countries during the 2007-2008 food crisis as well as Asian agricultural, trade and food 
security policies were analyzed. 

Changes in agricultural policies in Asian countries 

The optimal strategy for maintaining national food security is a combination of 
increasing agricultural productivity and properly conducted agricultural policy and trade. 
Predictable policies not only reduce the negative impacts of measures taken by other 
countries, but also reduce food insecurity and domestic price volatility at home [FAO 
2011]. 

In the countries of the Asian region ensuring food security is tantamount to striving for 
self-sufficiency. This is due to two reasons. Firstly, the region’s diets are based on rice, 
therefore any instability in the price of this commodity has prompted Southeast Asia 
governments to protect the domestic rice price from the international price through the 
exclusion from countries’ tariff systems. Secondly, weak domestic infrastructure in some 
Asian countries has made imports expensive and difficult, thus governments have 
implemented policies that ensure sufficient domestic production and the stability of food 
prices accordingly [Chandra & Lontoh 2010].  

Support for agriculture is quite differentiated in the Asian countries. Farm support 
levels in Japan and South Korea are among the highest in the Organization for Economic 
Co-operation and Development (OECD) countries. However, a clear downward trend has 
been observed, as in the case of all OECD countries [OECD 2011]. In turn, support for 
agriculture in developing countries is quite low when compared to OECD countries (Fig. 
1).  

The decrease in agricultural support in OECD countries is due to the GATT (General 
Agreement on Tariffs and Trade) agreements adopted under the Uruguay Round. 
Agreement on agriculture includes a commitment to reduce domestic support, import 
barriers and export subsidies that distort international trade. But commitment to lower 
support levels does not concern individual farm products. Thus reduction of trade distorting 
instruments refers to very high, historically developed support levels, with which many 
countries, while reducing the level of support, still have a large margin for negotiation.  
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Fig. 1. NRA1 to agriculture in Asian countries, 1993-95, 2003-2005, 2007-20092 
1NRA=percentage by which domestic prices for farm products exceed those in international markets, 
2For China, Japan and Korea years 2008-2010, 
3Data for Vietnam do not include the years 2007-2009. 

Source:  Data extracted from Anderson K., Nelgen S., 2012. Updated National and Global Estimates of Distortions 
to Agricultural Incentives, 1955 to 2010. Spreadsheet at www.worldbank.org/agdistortions, World Bank, 
Washington DC, March. 

Traditional trade instruments (tariffs, import quotas, export subsidies) and producer 
support (regulation of market prices, direct output and input subsidies) have played and still 
play a dominant role in agricultural policies of the Asian countries. As mentioned above, 
these instruments belong to one of the most trade-distorting instruments (and are classified 
as amber box). Analyses conducted by the OECD show that there is a chance to reduce 
their negative impact without reducing the size of income transferred to producers [Martini  
2011]. However, achieving this in practice would require a change in the forms of support. 

Agreements concluded under the World Trade Organization (WTO) lead to a gradual 
change in agricultural policy instruments. Especially in the OECD countries less is spent to 
support the volume of production (commodity outputs) or the means of agricultural 
production (input use). On the other hand, support based on other parameters, such as 
agricultural land or number of livestock, with reference to historical or fixed levels for these 
parameters, has been increasing (instruments included in the green box according to the 
WTO nomenclature). These changes have been observed in Australia, the U.S., Mexico, the 
EU, Norway and Switzerland. In turn, Iceland, Turkey, Korea and Japan - countries with 
the highest level of agricultural protection – still rely on traditional market support 
measures. They do not give up either of price regulation on domestic markets or trade 
barriers (high duties and import tariffs). 
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In crisis years, however, the phasing out of traditional agricultural policy instruments 
has been stopped in many countries.  In the situation of extremely high prices, border 
protection measures and various instruments of domestic support are simply activated. 
These activities further aggravate instability in global agricultural markets. 

Problems of price fluctuations on world markets and high food prices were particularly 
evident in the years 2007-2008 in developing countries. Policy responses to the crisis, 
however, were varied, depending on whether the country was an exporter or importer of 
food. The net rice exporting countries have mainly built up rice reserves or stockpiles and  
have imposed export restrictions (Thailand, Vietnam). The net importing countries have 
chosen reduction of import duties, building up of extra reserves and price controls through 
subsidies. They have also promoted self-sufficiency (Indonesia, Malaysia, Philippines) 
[Chandra & Lontoh 2010]. 

The food security in the Asian region mainly depends on domestic agricultural 
production. Interestingly, despite doubling the volume of imports during the last decade, 
Asia remains insufficient in food. Most of government interventions focus on short term 
measures (reducing domestic food prices through trade or price control) and disregard risks 
of long term food insecurity [Chang & Hsu 2011].  

Regional integration in Asia: cooperation in agricultural and food 
security matters 

In the crucial area of agriculture, the Asian region can hardly be seen as a unitary actor 
with a single interest. A common approach to food and agriculture is, however, badly 
needed since Asia remains particularly susceptible to natural disasters, climate change and 
other calamities that jeopardize regional food security. Asian countries are quite diverse 
both in terms of economic development and agricultural structures [Bergsten et al. 2011]. 
On the one hand there are countries with quite inefficient and highly subsidized agricultural 
sectors like Japan and South Korea. On the other hand there are countries belonging to the 
Cairns Group of agricultural exporters such as Indonesia, Philippines, Malaysia and 
Thailand. There are also Least Developed Countries in the region (Cambodia, Laos, and 
Myanmar) that continue to depend on external food aid. 

These differences do not ease integration, but at the same time call for relevant 
mechanisms and measures that would address the existing challenges. Asian countries 
endeavor to advance cooperation in agricultural and food security matters both under 
ASEAN’s cooperation and with other countries of the region (ASEAN - Association of 
South-East Asian Nations). The key issue for all countries of the region is to ensure 
adequate and stable supplies of rice as it plays a fundamental role in the diet of Asian 
populations.  

Already in 1979, the ASEAN member countries signed the Food Security Reserve 
Agreement that established the ASEAN Emergency Rice Reserve (AERR). The reserve has 
been based on rice stocks voluntarily earmarked by the member states to address food 
emergencies. The ASEAN member states also committed to strengthening the food 
production base in the region, establishing a food information and early warning system, 
developing post-harvest technologies, adopting effective national stock holding policies and 
to promoting price stability [Agreement…1979].  
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However, the system that was adopted has proven ineffective. Firstly, the size of the 
regional emergency rice reserve was too small to meet food emergency requirements in the 
region. The earmarked stocks of 87 thousand tons could suffice for only a half-day's supply 
for populations of the ten ASEAN member countries [Arnst 2009]3. In addition, releases 
from the AERR required bilateral negotiations between a country in an emergency situation 
and a country providing its earmarked reserve. Not surprisingly, the reserve has never been 
used, even during serious crisis situations like in 1997 in the Philippines. Countries in need 
were reluctant to deal bilaterally with the provider-country. They were also afraid that 
declaring a state of national food emergency could worsen their position and deepen the 
crisis [Daño & Peria 2006]. 

Recently, Asian countries have undertaken various initiatives to strengthen regional 
food security architecture. The ten ASEAN member states, Japan, South Korea and China 
(under the ASEAN Plus Three cooperation) established the East Asia Emergence Rice 
Reserve (EAERR). The initiative has been seen as a way for overcoming the inefficiencies 
of the AERR. It was first proposed as a pilot project for the years 2003-2010. Basically, it 
aimed to test various mechanisms for releasing rice stocks. The new mechanism received 
strong support and funding from Japan as well as in-kind contributions from ASEAN 
member countries, particularly from Thailand [Briones 2011]. Unlike the AERR, the 
EAERR has been based both on earmarked stocks and physical stocks stored at various 
locations across the region. The earmarked stocks increased tremendously from the 87 
thousand tons under the AERR to 787 thousand tons under the EAERR. Nonetheless, Asian 
countries failed to develop a common response during the 2007-2008 food crisis. Thus the 
projected emergency mechanisms proved to be of little value. What was lacking was the 
coordination between national trade policies to avoid supply and demand shocks in 
agricultural markets [Headey 2011]. 

Following the 2007-2008 food crisis, the ASEAN member states adopted an Integrated 
Food Security Framework and a Strategic Plan of Action on ASEAN Food Security for the 
years 2009-2013. The framework and the plan aim at strengthening the food security 
arrangements by focusing on trade and long-term development of agricultural production in 
the region. The plan also stresses the need for regular consultations, timely and reliable 
information on regional food security situations and stabilization of food supply in the 
global markets. The ASEAN member states also adopted a special Multi-Sectoral 
Framework on Climate Change which addresses the needs of agriculture and forestry 
sectors in the context of global warming and food security challenges. Most importantly, it 
has been decided that the EAERR will be converted into the ASEAN Plus Three 
Emergency Rice Reserve (APTERR) and that it will become a permanent structure for 
managing food security risks in the region, not only at times of crises. The agreement on 
the APTERR was reached in October 2011, however, institutional arrangements and trigger 
mechanisms have not yet been decided [Briones 2011]. 

It is not clear whether the new framework and the APTERR will yield expected 
results. Formally, the APTERR stresses the need for strengthening trade linkages among 
countries of the region and with the rest of the world. However, some also view it as a way 
for overcoming the WTO commitments, particularly by wealthier countries such as Japan 

                                                     
3

The initial amount of earmarked stocks was set at 50 thousand for Philippines, Indonesia, Thailand, Malaysia, 
Singapore and Brunei. After the accession of four new member states in the 1990s (Vietnam, Laos, Myanmar, 
Cambodia) it was augmented to 87 thousand tons [Bello 2005].
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that find it difficult to lower domestic subsidies linked with production. Physical rice stocks 
located in other countries of the region, to be resorted to in case of need, could offer a 
convenient means for sheltering domestic farmers against losses caused by opening markets 
to imports [Daño & Peria 2006].  

Undoubtedly, further development of international trade is the most important step 
towards ensuring food security in Asia and in the world. Greater liberalization of farm trade 
increases agricultural competitiveness and productivity. Yet, regional integration in the 
agriculture sector has never been easy in the Asian region. The agreement on free trade area 
among the ASEAN member states (AFTA agreement) was signed in 1992, more than 
twenty years after the formation of the ASEAN. The agreement included inter alia the 
commitment to strengthen agricultural competitiveness and intra-and extra-ASEAN trade in 
agriculture, fishery and forest products. Nonetheless, although primary and processed 
agricultural products were covered with gradual tariff reductions (like all other goods, but 
at a slower pace), the member states still kept the right to the so called temporary exclusion 
lists and exception lists. E.g. the crucial rice and sugar sectors are still protected by high 
tariffs and other barriers. In addition, the four member states that acceded to the ASEAN in 
the 1990s (Vietnam, Laos, Myanmar and Cambodia) have been given the right to use “opt 
out” from preferential market access for a large number of products [Korinek & Melatos 
2009]. 

Relatively high levels of protectionism in the strategic sector of rice do not foster a 
stable and predictable system of food security in the region and thus in the world. Although 
the ASEAN is currently seen as a “hub” for a number of regional Free Trade Agreements 
(FTAs), there are also concerns that multiplication of the FTAs4, which all require the 
corresponding Rules of Origin, will distort regional markets and paradoxically restrict the 
free movement of goods.  

The 2007-2008 crisis showed a lack of coordination and a lack of solidarity among the 
Asian nations. Thus it can be expected that deeper integration in the region will be rather an 
arduous task. In addition, institutional arrangements within the ASEAN do not promote 
structured cooperation in the Asian region. Unlike the EU, the ASEAN is based solely on 
intergovernmental modes of decision-making. Yet, the ASEAN member countries do not 
give up their plans for deeper economic and political integration. There are plans to 
establish an ASEAN Economic Community by 2015.  

Taking into account the problems of the EU, which has become a conglomerate of 
highly diverse countries and nowadays experiences serious integration problems, one can 
wonder how such integration would proceed in the Asian region which is similarly diverse. 
A change of approach to integration may occur along with the increasing levels of wealth 
among the Asian countries. But also a reverse process is possible – the increasing levels of 
prosperity may awaken nationalist tendencies and a desire to dominate over other countries. 

                                                     
4

These include the ASEAN-China Free Trade Area signed in 2002, the ASEAN- India Free Trade Area signed in 
2003, ASEAN-Republic of Korea Free Trade Area signed in 2005, ASEAN-Japan Comprehensive Economic 
Partnership signed in 2008, ASEAN – Australia – New Zealand Free Trade Area signed in 2010.
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Asian food security in regional and global dimensions 

According to forecasts the Asian region will be one of the fastest growing regions in 
the world in the coming years [Hawksworth & Cookson 2011]. The Chinese economy will 
trump the US economy by 2025, and India will move closer to the US economy in 2050. 
The Indonesian economy will be bigger than German, French and British economies in 
2050. Also, Asian countries such as Vietnam, the Philippines, Bangladesh, Pakistan, 
Malaysia, and Thailand may dramatically increase by 2050. Unfortunately, economic 
growth will not go hand in hand with the reduction of hunger. For the 75% of people in 
developing countries who live in rural areas, income is derived directly or indirectly from 
agriculture. Even taking into account the growth of urbanization in these countries, it is 
difficult to expect significant changes in the food security situation of the poorest. 

It should be expected that price volatility in agricultural markets will become more and 
more frequent, inter alia due to tighter links between food and energy prices. Population 
growth in the Asian region and an increasing demand for food quantity and quality will 
cause significant pressure on food production. Another factor is the increasing demand for 
raw materials for biofuel production. 

The growing demand for food in China and India, whose populations increasingly 
prefer diets containing more meat, will play a crucial role. The second element is the 
increase in energy demand in these rapidly developing economies (one of the major reasons 
behind the increase in world energy prices). With depleting domestic grain stocks, China 
and India alone may affect international food prices. For example, cereals stocks in India 
declined to such an extent that the country decided to limit exports of rice in November 
2007, which certainly had an impact on prices of rice in international markets. Asian 
economies are now interdependent with each other and with the rest of the world. Thus, 
food security decisions taken in the region will be felt throughout the world. 

Rapid depletion of natural resources and the increasing frequency of natural disasters 
will be the major challenge for the Asian region. These processes contribute to a declining 
productivity of some agricultural products. Global arable land per person decreased to 
0.25ha by 1997 and according to prognoses it will decline to 0.15ha by 2050 [Ewing 2011]. 
Asian countries are no longer able to increase their agricultural land, potential and limited 
opportunities are still present in East Asia. Some countries already seek to maximize food 
production through the use of high doses of mineral fertilizers. Extremely high doses are 
used for example in China, causing environmental harm and limiting production capacity 
for crops. An even more severe problem concerns the access to water, particularly in South 
Asia which is particularly affected by climate change [FAO 2009]. However, one should 
not expect a decline in food production in Asia in the coming years. In contrast to the EU, 
these countries apply new technologies such as GMOs and nanotechnology without 
resistance. Therefore they will become ever greater competitors for the current major food 
exporters (US, EU). 

As already mentioned, many Asian countries will seek to increase their food 
production to achieve self-sufficiency. However, the question arises as to whether this idea 
is correct. Some believe that it is better to invest in those areas in which a country performs 
the best, acquiring thereby the missing funds to buy food. Others still prefer to invest in 
local production so as to attain self-sufficiency. However, in the era of globalization, each 
country becomes vulnerable to turmoil in global markets. Therefore, it seems more 
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appropriate to look for regional or even global solutions that would be helpful in 
overcoming problems. Unfortunately, special interests of individual countries still dominate 
the decision-making process. The food crisis of 2007-2008 has clearly demonstrated this 
problem. 

Despite aspirations for self-sufficiency, many Asian countries will be still dependent 
on food imports. Hence, the global trading system, fair and competitive, is crucially 
important. The reform of the WTO, which limits the use of trade-distorting instruments 
(amber box) in favor of the green box measures, goes in the right direction. However, Asian 
countries are reluctant to phase out traditional instruments of agricultural support and 
border protection. Thus, it is difficult to expect significant changes in this regard in the 
coming years. 

This leads to some paradoxes, particularly when we compare the priorities and actions 
of the EU, China and India. While the EU reduces the level of support to agriculture and 
converts agricultural policy instruments into non-distorting measures, Asian countries, 
conversely, increase agricultural support and consistently apply trade distorting policy 
tools. In this context one can think about the EU's ambitious carbon reduction commitments 
and the lack of support for the CO2 cuts from the part of the world's largest emitters, 
including China and India.  

Despite significant differences in interests between countries, common policy 
instruments and coordinated aid actions should be developed to fight with food crises in the 
future. Actions are needed at the global level. First, further trade liberalization in 
agricultural products is necessary. Secondly, long-term strategies should take into account 
the risks to agricultural productivity caused by climate change and degradation of natural 
resources. Thirdly, effective aid systems for populations lacking food and agricultural 
productivity growth in countries dependent on food imports are needed [Headey & Fan 
2010]. 

Conclusions

The food crisis of 2007-2008 appeared to be more a crisis of confidence (closing of 
borders, renationalization of policies) than a real physical crisis (the lack of food). Effects 
of trade restrictions are only short term. With increasing demand for the quantity and 
quality of food, the Asian region will not be able to ensure food security for the growing 
population in the longer term. 

Asia’s abilities to feed itself are important not only for the region, but also for the 
whole world [Glickman & Swaminathan 2010]. Therefore it is necessary to coordinate joint 
actions on a regional and global scale. Real reforms of the global food security system are 
necessary given increasing agricultural price fluctuations and climate changes that affect 
agricultural productivity.  

The question arises as to which global institution could undertake this task. The 
question is all the more important since we can observe a decreasing relevance and lack of 
effectiveness of all major international organizations. This also concerns the WTO. Without 
breaking the deadlock in multilateral trade negotiations and without the adoption of a 
comprehensive agreement on agriculture the organization of an effective global food 
security system will not be possible in the longer run. The adoption of a new and 
comprehensive WTO agreement on agriculture is the best possible solution. However, 



experience to date raises doubts as to whether it will be possible to achieve substantial 
progress on agricultural issues in the near future in an organization consisting of 156 
countries. Hence, one can assume that actions taken at a regional level will become more 
and more important. Asian countries are able to create a very strong region of the world, 
competitive in relation to existing economic powers like the United States or the European 
Union. 
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Price linkage between milling and feed wheat prices in Poland 
and Germany  

Abstract. The aim of the paper was to analyse spatial price transmission in the wheat market in 
Poland and Germany. The analysis was conducted with the use of weekly milling and feed wheat 
price series and cointegration framework. The results confirm high linkage between prices in Poland 
and Germany as well as allow us to identify Germany as the price-leading market. However, as the 
self-sufficiency in the German wheat market has deteriorated, there are signals of growing importance 
of the Polish market in the milling wheat price formation.  

Key words: wheat prices, price transmission, cointegration, VECM models  

Introduction

Prices, being to certain extent a factor responsible for output (production) and 
consumption (use), are of key importance in economic theory. Over time agricultural prices 
have been much more volatile than the prices of non-agricultural goods and services, 
especially for the previous 10 years. Such a situation adversely affects both economic and 
social spheres in every country.  

The prices of agricultural commodities are an exceptional field for research on price 
drivers. The prices of agricultural commodities, in particular the prices of cereals, result 
from a wide variety of systems ranging from almost entirely based upon administrative 
regulations to classic examples of free market [Tomek and Robinson 2001].  

Poland after the accession to the EU became a part of common market – a large and 
well-organised market, directly linked with world markets. Since then the position of 
Poland as regards grain trade has changed significantly, which implies certain changes in 
cereal price setting mechanisms. Therefore, there is a need to investigate the direction of 
price transmission, the price factors and the pattern of price adjustments on the cereal 
market.  

Vertical price transmission illustrates linkages along a supply chain, while horizontal 
transmission, which is our focus in the paper, refers to linkages between different markets 
at the same level of the food chain. Most often it refers to price relationships across 
markets, i.e. to spatial price transmission as well as the transmission between various 
agricultural commodities (cross-commodity price transmission) [Esposti and Listorti 2011], 
and non-agricultural versus agricultural commodities (namely, energy versus agricultural 
prices) [Serra and Hassouneh 2011], and finally between different contracts for the same 
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commodity (usually, futures versus spot markets and vice versa) [Baldi et al. 2011]. From 
an economic point of view, the crucial issue here is spatial arbitrage and the Law of One 
Price (LOP). Unlike in the case of cross-commodity price transmission, the changes in 
linked prices in most cases reflect the possibilities of substitution and also complementary 
interactions between the products [Ardeni 1989; Saadi 2011] or, as it is the case here, pure 
price differentials.  

A great part of the research on market integration and price transmission, both 
spatially and vertically, has been done with the use of different quantitative techniques and 
has underlined several factors hampering the transmission of price signals. Distortions 
imposed by administrative regulations, i.e. policies such as border restrictions and price 
support mechanisms, impeded linkages between particular markets. The instruments of 
agricultural policies, namely intervention, import tariffs, tariff rate quotas, export subsidies 
or taxes and macro tools such as exchange rate policies, insulate domestic markets and 
considerably slow down and reduce the transmission of international price signals through 
the impact on excess demand or supply schedules within internal commodity markets 
[Gardner 1975; Mundlak and Larson 1992; Quiroz and Soto 1996; Baffes and Ajwad 2000; 
Abdulai 2000; Sharma 2002].  

Taking into account the above, this paper is focused on statistical investigation of the 
linkages between wheat prices on Polish and German markets. The analysis is conducted on 
the basis of weekly price series of consumption and feed wheat, and takes into account the 
possibility of the existence of two regimes connected with the impact of biofuel policy, 
which differentiates this search from other examinations concerning the Polish wheat 
market [vide Rembeza 2010]. 

Wheat market characteristics 

Assuring approximately 20% of the world’s calorie supply [Mitchell and Mielke 
2005], wheat is considered one of the crucial food crops. It is produced in numerous 
countries (ca 120) under a variety of climatic conditions with the use of a broad range of 
technologies. Roughly 60% of wheat is produced in developing countries. Since that output  
has been growing faster than in developed countries, this proportion has increased over 
time. Over the last 5 decades, world wheat production has been increasing steadily, 
although there have been minor fluctuations in trends. Recently wheat output has roughly 
been 3 times higher than at the beginning of 1960s. 

The wheat market is very well concentrated; however, a few new producers have 
recently emerged. Since the early sixties, a group of five countries (China, India, USA, 
Russia and EU) has accounted for more than two-thirds of the world’s wheat output. But 
presently there are new competitors, such as Canada, Australia, Pakistan, Turkey and 
Argentina in first turn and Russia, Ukraine and Kazakhstan as the most recent newcomers. 
All the above-mentioned countries account for much more than 80% of the world wheat 
production. Therefore one can assume without any doubt that any shift in the market 
fundamentals in these countries has a certain impact on world prices. Apart from that, there 
is another division of the big players in respect to self-sufficiency. On one side, there are 
big exporters – Argentina, Australia, Canada EU, USA and recently Russia, Ukraine and 
Kazakhstan, as well as big importers like China, India and Japan.  
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Simultaneously, the consumption of wheat over the concerned period increased more 
than 2.5 times, significantly exceeding 600 tonnes. The increase reflects the following:  

�x wheat is a staple food for humans, and can be replaced by very few other 
products; 

�x accelerating population growth, particularly in developing countries; 
�x migration from rural to urban areas where wheat is more common in diets; 
�x growing food aid from developed to poor countries; 
�x growing non-food uses (particularly biofuels). 
Growing demand overlapping with poor crop and low inventories as well as with the 

influence of capital markets triggered recent price rises (2007-2008 and from 2010 to 2013) 
and induced price volatility.  

Neighbouring Poland and Germany are two of the largest wheat producers in the EU, 
occupying 2nd and 4th place respectively. However, the markets in these countries are 
considerably different, beginning from the structure of producers (extremely fragmented in 
Poland) and ending up with farm size which in Germany is more than two times bigger than 
in Poland. The Polish share in the European cereal market is much lower than the German 
one (especially in the case of wheat). Both countries account for ca 25% of the EU cereal 
market. 

About 2/3 to 3/4 of the output in Germany is traded while in Poland the proportion 
rarely exceeds 50%. Since the accession Polish cereal exports, particularly wheat, have 
considerably increased. The bulk of the growth has been sold on the German market as the 
situation for the German balance sheet of wheat has apparently deteriorated since 2009. 
Such a situation in Germany reflects growing cereal use in the biofuel sector. So the deficit 
in the German market is at least partly fed with Polish wheat. At the same time Germany is 
an active exporter to third countries so world prices to a certain extent are reflected there, 
especially in the Western part of the country.  

The above implies at least a couple of questions with the most important for the 
purpose of the paper: how Polish prices reflect the situation on the German market and 
what is the direction of price signals. There are also issues of price transmission which have 
recently drawn considerable attention. No doubt the attractiveness of this topic has grown 
since the first food crisis (the price rise in 2007-2008) was observed on international 
agricultural markets which were under the turmoil of rising volatility of prices with a 
possibility of the change in the long-term downward trend of agricultural prices [European 
Commission 2008, 2011; Irwin and Good 2009]. 

Methods applied 

To analyse different aspects of price linkage between the German and Polish wheat 
market several methods were applied. The price series (yt) were decomposed into long-term 
trend (TCt), seasonal (St) and random fluctuations (It) using multiplicative model: 
yt=TCtStIt. Seasonality effect was identified using regression model with seasonal dummy 
variables (0/1). The long-term trend was estimated through smoothing using Hodrick- 
-Prescott filters. This part of the analysis allowed us to evaluate the share of seasonal and 
long-term fluctuations in the total variance of the price series.  
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Price series usually behave as non-stationary processes, so in order to verify this 
presumption each of the series was tested for unit root using the Augmented Dickey-Fuller 
(ADF) test. Null hypothesis states that time series is non-stationary (has unit root) against 
the alternative of stationarity. ADF test statistic is based on t-statistic of coefficient �3 from 
OLS estimation of the following formula [Lütkepohl, Krätzig 2007]: 

�¦ � ���� ���'����� �'
p

i titittt yyy
11 �H�G�M�D   (1) 

where: yt – analysed price series, �.t – deterministic term (constant, trend), p – the number of 
lags ensuring white noise properties of random component �Ht, �Gi – coefficients describing 
the short-run persistence of 

ty�' . The number of lags p was determined with the use of 

Akaike’s Information Criterion (AIC). 
Evaluating the nature of the relation between wheat prices, the concept of Granger 

causality was employed. A variable x is said to Granger-cause y if we can better forecast y
using lagged values of x than we can without them [Kuside�á 2000, Lütkepohl and Krätzig 
2007]. Applied Granger causality test formula is presented below:  
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where a0, �.j, ��j, are model parameters, y and x are analysed variables, k – the greatest lag 
length, �0t – white noise. Null hypothesis, stating no Granger causality, assumes that ��1=��2=
…=��k=0 against alternative of these coefficients statistically significant. Determining the 
number of lag length we applied Vector Autoregression Model (VAR) and AIC.  

Vector Autoregression Model consists of regression of every non-lagged variable on 
all lagged variables. Its formula is presented below [Kuside�á 2000; Tsay 2010]: 

tptptttt uYAYAYADY ����������� ������ ....2211�\  (3) 

where Yt – stochastic processes collected in n×1 vector, Dt – deterministic variables vector, 
�� – matrix of deterministic variables parameters, Ai are (n×n) coefficient matrices, p means 
order of VAR model.  

To test the existence of the long-term relationship of series a Johansen cointegration 
framework based on Vector Error Correction Model was applied. The nonstationary time 
series are cointegrated if there is a linear combination of them that is stationary I(0). The 
linear combination of two series is referred to as a long-run equilibrium relationship. The 
VECM can be presented in a form [Tsay 2010]:  
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, i= 1,…, p-1. The matrix ��  is called the long- 

-run impact matrix and �+i are the short-run impact matrices. Matrix ��  can be decomposed 
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�� =�.��’ , where �. – matrix of parameters expressing adjustment to the long-run relationship,
�� – matrix of cointegration vectors expressing long-run relationship [Kuside�á 2000; Tsay 
2010]. 

Since the rank of the long-run impact matrix ��  gives the number of cointegrating 
relationships in Yt, Johansen formulates likelihood ratio (LR) statistics for the number of 
cointegrating relationships as LR statistics for determining the rank of �� . The trace statistic 
LRtrace is as follows: 

�¦
��� 

����� 
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1

)1ln( �O
��   (5) 

where: T is the sample size and 
i�O

��
is the i-th largest canonical correlation (eigenvalues of 

the matrix �� ). The trace test tests the null hypothesis of r cointegrating vectors against the 
alternative hypothesis of n cointegrating vectors. 

Data and preliminary analysis 

Empirical analysis of price linkage between Polish and German markets was 
conducted on the basis of weekly procurement prices of milling (M) and feed (F) wheat 
(Fig. 1). Source of the statistical information was European Commission. The price series 
consisted of 439 observations and covered the period from January 2005 to May 2013.  

Fig. 1. Weakly procurement milling (M) and feed (F) wheat prices in Poland and Germany denominated in 
euro/tonne  

Source: own calculation based on European Commission data. 

A cursory analysis of the chart indicates the upward trend of all price series and the 
existence of high correlation between them. To analyse the patterns existing in the data, 
decomposition of price series was applied. Obtained long-term tendency patterns are 
similar in Poland and Germany. There is no substantial time lag between price cycles in 
Poland and Germany. The cross-correlation coefficients for corresponding price series 
(seasonally adjusted and smoothed) are the highest for the lag of one week. 
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The analysis allowed us also to evaluate the share of seasonality in the total variance 
of the price series (Fig. 2). According to the results obtained, seasonality is not important as 
the long term tendency part of the price series variation. Seasonality is responsible for 0.3-
1.3% of the total variation of prices. Seasonality patterns in Poland are lagged a few weeks 
in comparison to seasonality observed in Germany. Such a shift (more visible in the case of 
feed prices) is due to time lag in harvest in Poland and the impact of earlier time of harvest 
in southern European countries on German market (geographical location of Germany). 

Fig. 2. Seasonal indices for wheat price series (multiplicative model) 

Source: own calculation. 

One of the most important features of price series that influence the choice of method 
applied is the order of integration of such series. Price series usually behave as non-
stationary (unit root) processes. In order to verify this presumption each of the series (in 
natural logs) was tested for existence of unit root using the Augmented Dickey Fuller test 
(ADF). Null hypothesis stating that a given price series follows unit root processes cannot 
be rejected for procedures: with constant as well as with constant and linear trend. When 
applying the considered test for the first differences of price series the null hypothesis was 
rejected, which leads us to the conclusion that all price series are integrated in order one 
I(1). Use of the ADF test for seasonally adjusted data does not change the final outcomes. 

Price transmission analysis 

In this chapter the issue of linkage between corresponding wheat prices in Poland is 
considered. As there are some premises which may suggest different behaviour of 
relationships till 2008 and since 2009, some of the analyses were conducted for two 
separate sub-periods. 

One of the most important questions in economics concerns the direction of causality. 
In other words, we are interested in answering the question: what are the causal 
mechanisms between the wheat prices in Poland and the wheat prices in Germany. To test it 
a Granger causality test in the framework of VAR model was applied. As all price series are 
integrated in order one and the seasonality effect is negligible, all price series were in first 
differences of their logs (d_l). All lags were chosen according to AIC criterion. 

90
92
94
96
98

100
102
104
106
108
110

1 8 15 22 29 36 43 50

Germany M

Poland M

90
92
94
96
98

100
102
104
106
108
110

1 8 15 22 29 36 43 50

Germany F

Poland F



40

Results presented in Table 1 indicate that in most cases there are two-way 
relationships. However, the impact of German prices on Polish ones is much stronger than 
vice versa. Most research done on the basis of monthly data suggests one-way Granger-
causality. When going into details some changes of direction of causality are observed. In 
the case of milling wheat prices in 2005-2008 there was no impact of Polish prices on 
German ones. In line with the deterioration the self-sufficiency ratio in Germany, the 
impact of conditions in the Polish market on German milling wheat prices seems to be 
higher (period 2009-2013). The situation is the opposite in the case of feed wheat prices. 
After 2009, Polish feed prices are not the cause in the Granger sense for Germans ones. The 
reasoning of such a change might be decrease of demand for feeders due to dramatic drop 
of pig population in Poland after 2008.  

Table 1. Granger causality test results 

Independent 
variable 

Dependent  
variable 

Milling wheat prices Feed wheat prices 

F-statistic P-value F-statistic P-value 

2005-2013 

d_l_Poland d_l_Germany 3.23 0.012 2.72 0.020 

d_l_Germany d_l_Poland 17.42 0.000 9.77 0.000 

2005-2008 

d_l_Poland d_l_Germany  0.72 0.610 3.49 0.017 

d_l_Germany  d_l_Poland  7.85 0.000 5.87 0.001 

2009-2013 

d_l_Poland  d_l_Germany 3.16 0.015 1.41 0.236 

d_l_Germany d_l_Poland 9.17 0.000 11.12 0.001 

Source: own calculation. 

Even though there are short-run relationships between prices there might also be a 
long-run relationship implying the fact that prices follow the same trends. Figure 1 and the 
graph presenting the percentage differences between corresponding German and Polish 
wheat prices (Fig. 3) suggest the existence of such long-run association. Let’s start from 
analysing that, over the analysed period Polish prices have been by 4.4% (milling) and 
5.7% (feed) on average lower than German prices. However, there were quite considerable 
short-term divergences between corresponding prices (+/-25%). There might be different 
reasons for price differential (market fundamentals, delayed adjustment of prices due to 
market imperfections, etc.). 
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Fig. 3. Percentage difference between German and Polish wheat prices 

Source: own calculation based on European Commission data. 

To test the presence of a long-run relationship the Johansen procedure for a pair of 
price series was applied. Results obtained (Table 2) indicate the existence of one 
cointegration vector which is evidence of a long-run equilibrium relationship between 
Polish and German prices. In other words, they follow the same trends and if any 
discrepancies (Fig. 3) occur there are forces which push them to long-run equilibrium. If 
there is a linear relationship between two data series, there must also be a causal 
relationship. Granger [1969] introduced the concept of causality and noted that 
cointegration implies causality. Accordingly, finding prices to be cointegrated can be 
regarded as evidence of causality, although it need not be bi-directional.  

Table 2. Johansen cointegration test (LR trace) results between logs of corresponding wheat prices in Poland and 
in Germany (model with unrestricted constant) 

H0

Milling wheat prices (lag 5) Feed wheat prices (lag 4) 

Eigenvalue Statistic P-value Eigenvalue Statistic P-value 

r=0 0.042 21.665 0.004 0,055 27.290 0.001 

r�”1 0.007 2.9525 0.086 0.006 2.457 0.117 

Source: own calculation based on European Commission data. 

Table 3 presents selected results of VECM models estimation. For all cases beta 
coefficients are close to 1 so the shape of Error Correction Term (ECT) is analogous to the 
price differences presented in Figure 3. The values of �� vector (close to 1) suggest the 
presence of LOP and its strengthening over time. Coefficient �. (called speed-of-adjustment 
coefficient) expresses the response of prices to the previous period’s deviation from long-
run equilibrium. For the whole period and both types of wheat prices we can observe that 
adjustment to the long-run equilibrium is mostly on the Polish side. The speed-of-
adjustment coefficients for German prices are not statistically significant which leads us to 
the conclusion that German price series are weakly exogenous in the system of prices. In 
the case of milling wheat we can note the increase of speed-of-adjustment coefficients for 
Polish as well as for German prices over the examined period. In the second period (2009-
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Fig. 5. Variance decomposition of forecast errors for Polish feed wheat prices  

Source: own calculation based on European Commission data. 

Summary

Over time there were numerous developments on the cereal market such as changes in 
the structure of production and demand resulting in an increase of prices and their volatility. 
The recent development of biofuel policies is regarded as one of the most important drivers 
of wheat prices.  

Over the period of 2005-2013 price cycles in Poland and Germany were overlapping. 
The share of seasonal fluctuations in the total variance of the price series is of minor 
importance.  

The analysis indicated an existence of a long-run equilibrium relationship between 
Polish and German price series. A great majority of adjustments to the long-run equilibrium 
take place on the Polish side which is also confirmed by the Granger causality test. After 
2009, along with the deterioration of self-sufficiency in the German wheat market, there 
have been signals of a growing importance of domestic factors in respect to milling wheat 
price formation in Poland.  

Analytical work conducted in this paper can be extended further in the field of 
asymmetric adjustments testing as well as in respect to regional analysis within the 
concerned countries. It also may be supplemented with more detailed testing of LOP.  
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Efficiency of meat processing enterprises in terms of supply 
chain organization 2

Abstract. Within the framework of the paper, the supply chain participants of meat products were 
identified and analyzed in terms of the structure. The assessment of the efficiency of meat processing 
enterprises, which play the role of the chain’s integrator, was carried out using the SFA method (Sto-
chastic Frontier Approach). The supply chain integration degree, showing the strength of relationships 
of individual enterprises with business partners, was identified. The results obtained show high corre-
lation between the integration degree and the efficiency level. 

Key words: supply chain, meat products, efficiency 

Introduction

The aim of the article was, in the first step, to identify the meat supply chain links and 
to analyze them in terms of the structure. Secondly, the efficiency assessment of the meat 
processing enterprises, which play the role of the chain’s integrator, was carried out using 
the SFA method (Stochastic Frontier Approach) and the integration degree within the chain 
was determined. The integration degree reflects the strength of relationship with trading 
partners. The supply chain with respect to food products can be defined as "cooperation in 
different functional areas of agricultural producers, intermediary companies (trade), pro-
cessing companies, manufacturing, services and their customers, between which flow 
streams of agri-food products, information, and funds" [Jarz�
bowski and Klepacki 2013] 

The assumptions about the exchange of goods, resulting from the division of labor and 
specialization were the basis of the analysis conducted within the framework of the paper. 
As these processes take place on the market (a place where demand meets supply), the 
analysis of the theoretical base should concern market equilibrium theory, which is a core 
of the classical theory of economy. During the discussion on the theory, questions regard-
ing the adopted assumptions arose. In theory, it is assumed that consumers have full infor-
mation on purchased goods, prices and technologies, which essentially precludes the exist-
ence of information asymmetry. The prevailing belief is that all actors perfectly fit good 
quantities, without bearing any transactional costs, the existence of which was presented by 
R.H. Coase and O.E. Williamson [Coase 1937, 1960; Williamson 1990]. 

Since the assumptions of market equilibrium theory are not satisfied in economic reali-
ty, the functional weaknesses of the market may appear, first of all, as an information 
asymmetry. The existence of the information asymmetry has been confirmed among others 
in the theory of market processes (representatives of the Austrian School pointed out the 
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unequal distribution of knowledge in society), in the theory of economic development, in 
which the possibilities to benefit from the advantages of knowledge were highlighted, and 
in principal - agent theory, which focuses on the problem of entering into agreements under 
asymmetric information [por. Noga 2009]. Secondly, the existence of transactional costs 
are classified as market weaknesses, established in the theory by R.H. Coase and O.E. Wil-
liamson, who claim that transactional costs affect the evaluation and selection of organiza-
tional solutions (integration forms). Moreover, another weakness of the market is the exist-
ence of property rights, whose allocation influences the economic system, and their distri-
bution and specification (due to external effects) are associated with increasing transaction-
al costs. Also, the existence of increasing returns to scale is a weakness affecting the possi-
bility of not reaching competitive equilibrium, as it results from the law of large numbers. 
Based on the literature review, practices that are used in order to counteract the functional 
weaknesses on the market include, among others: creating relationships with external part-
ners, cooperating with subcontracting third parties, several integration forms, cooperation, 
collaboration and organization, long-term agreements or creating symbiotic partnerships. 
These various forms of cooperation occur within the supply chains.    

The structure of the meat processing supply chain 

In order to indicate the place of meat processing enterprises in the supply chain an 
analysis of the chain’s structure has been carried out. The meat market is one of the largest 
segments of the food market. Its value (in basic prices at the manufacturer’s level) is esti-
mated at about 38 billion zlotys, which is equal to ¼ of the whole food market [Dro�*d�*
2009]. Both red and white meat production and manufacturing is characterized by fragmen-
tation of resource base and the processing [Dro�*d�* 2009]. The Polish meat sector is charac-
terized by low concentration. The following factors determined the meat industry fragmen-
tation [Rycombel 2004]:  

�x low concentration of pork and beef supply being a result of fragmented agricultur-
al structure, 

�x an increase in number of enterprises in the meat industry, particularly in the area 
of slaughter, characterizing by low technical condition and sanitary standards, 

�x an increasing role of companies intermediating in livestock procurement. 

The structure of the meat supply chain includes farmers (suppliers of livestock), pur-
chase and sales, the food processing industry producing meat products, wholesale traders 
(sale of processed meat to other companies), retail (retail networks, traditional trade) 
providing meat product for final customers (Figure 1). 
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The dynamics of production of pork and beef in EU-27, including Poland, Germany3

and France4 was presented in Figures 2 and 3. The decrease in production was caused by a 
decline in stock in recent years [Ma�ákowski et al. 2012]. High grain and feed prices were 
the reason for the decrease in pig population. 

In Poland, there has been a stagnation in both population and beef production since a 
few years. This situation was caused by low domestic demand conditioned by a low-income 
population, and consequently, poor quality of the offer. The stagnation in beef production 
was a result of the fact that it is basically a by-product of milk production (which is a lead-
ing production) [Ma�ákowski et al. 2012].  

Fig. 3. Dynamics of beef production in thousands tonnes of carcass weight (year 2006 = 100) 

Source: own work based on [Ma�ákowski et al. 2012] and [Ma�ákowski et al. 2010]. 

The purchase of both pork and beef livestock by the processing enterprises is equal to 
about 80% of production, self-supply in case of pork and beef amounts to respectively 
14,5% and 5,5% [GUS 2012]. 

Processing 

In 2009 there were around 3,6 thousand companies (including micro companies) oper-
ating in the meat industry (including poultry industry). About 1,1 thousand companies are 
authorized to trade within the EU market, while others operate only on local and regional 
markets [Dro�*d�* 2009]. 

Despite the decrease in farm production levels, there was an increase in the turnover of 
companies of the meat industry. In 2011 the total revenues of companies reporting financial 
statements and employing over 9 persons amounted to 32986 mln zlotys and were 5% 
higher (in current prices) than in the previous year (Figure 4). The source of the increased 
turnover was not only an increase in sales prices but also an increased processing of im-
ported pork (12,5%) and fast growing trade in foreign goods [Ma�ákowski et al. 2012]. The 
improvement of results and financial situation of the meat companies allowed them to in-

                                                           
3 European leader in pork production. 
4 European leader in beef production.
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crease their investment activity. Nevertheless, the technological level of the meat industry 
is diverse. The production capacity of the industry is used, on average, 50-70% [Rycombel 
2004].  

The Polish meat industry is highly diverse. The companies range from small local en-
terprises to large companies, which are part of national or international groups. With strong 
market fragmentation there is also a lack of sufficient specialization and capacity of some 
plants. Competition is accompanied by low margins and low profitability, in comparison 
with the entire food sector [Górnicka 2005]. However, the economic and financial state of 
the sector generally does not pose a threat for the existence of most meat processing com-
panies.  

Fig. 4. Total revenues and expenditures in the meat industry (million z�á)

Source: own work based on [Ma�ákowski et al. 2012] and [Ma�ákowski et al. 2010]. 

On the other hand, the expected further decline in the supply of pig livestock and in-
creasing commodity prices may temporarily worsen the financial results of companies 
[Ma�ákowski et al. 2012].  

Distribution 

Wholesale trade is a link in the supply chain impending food producers to retailers and 
consumers. Table 1 shows the characteristics of wholesale companies of food products 
(including meat products) due to the scale of activity.   

Table 1. Changes in the structure of revolutions in wholesale trade enterprises by. employment size 

Number of Employees 2002 2005 2007

1 5,7 5,6 5,2 

2 - 9 28,1 23,9 21,7 

10 - 19 9,2 11,5 7,6 

20 - 49 19,7 15,9 14,7 

50 - 249 25,4 27,3 31,2 

250 and more 11,9 15,7 19,6 

Source: Own work based on Annual detailed enterprise statistics on trade, Eurostat. 
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The presented information shows that there was an increase in importance of the turn-
over of large and medium enterprises (employing more than 50 persons). In 2007, their 
share in turnover approached 50%. However, the fact is that wholesale trade in Poland is 
fragmented. 

Retail trade is the last link in the food chain, which is responsible for supplying the fi-
nal consumer. Analyzing the institutional forms of retailing, it should be highlighted: de-
partment stores, trading houses, supermarkets and hypermarkets. Table 2 shows changes in 
the structure of retail trade in Poland.  

Table 2. Changes in the structure of retail trade in Poland by organizational forms 

The structure of retail trade – Number of stores 

Specification 2000 2005 2006 2007 2008 

Total 431991 385990 395458 371364 385663 

Department stores 135 95 91 76 63 

Trading houses 500 462 431 372 312 

Supermarkets 1602 2716 3003 3506 3629 

Hypermarkets 99 374 410 396 463 

Petrol stations 7744 10086 10159 9831 10073 

Source: Own work based on Rynek wewn�
trzny w 2008 r., Informacje i Opracowania Statystyczne, GUS, War-
szawa 2008 .  

Analysis of the structure and understanding of the competitive behavior of retail re-
quires attention to the development of supermarkets (sales area from 400 to 2500 m2) and 
hypermarkets (sales area is over 2500 m2). Their number is increasing significantly in the 
last years.   

Evaluation of efficiency of the meat processing companies 

The study included companies engaged in meat processing. The analyzed period covered 
2006-2011. The sample included 195 to 210 companies, depending on the analyzed years. In 
order to evaluate the efficiency of the companies, the SFA method (Stochastic Frontier Ap-
proach) was applied, the variables used to construct the model include on the side of inputs: 
fixed assets (x1) and operational costs (x2), and on the side of outputs: sales revenues (y)
expressed in zlotys.  

The model specification – SFA 

Using the SFA method, the a priori identification of a functional form determining the 
relationship between input(s) and output, is required [Coelli et al. 2005]. In the literature on 
the efficiency determined based on production function it may be observed that the Cobb-
Douglas function is one of the most widely used functional forms in empirical research. As 
it is shown by J. Piesse and C. Thirtle, the adequacy of the Cobb-Douglas model is tested 
with respect to a less restrictive form – the translog form [Piesse and Thirtle 2000, pp. 474]. 
To evaluate efficiency in the meat processing industry within the period 2006-2011, the 
SFA method was applied based on functions well-established in theory and practice: Cobb-
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Douglas and translog. The Cobb-Douglas function was presented in equation (1), and the 
translog function in equation (2) [Coelli et al. 2005]: 

0
1

ln ln
k

i j ij i i
j

y x v u� E � E
� 

�  � � � � � ��¦ (1) 

and

0
1 1 1

1
ln ln ln ln

2

k k k

i j ij jl ij il i i
j j l

y x x x v u� E � E � E
�  �  �  

�  � � � � � � � �� ¦ � ¦� ¦(2) 

where:  
i – index indicating the next object i=1,…,I, where I is the number of objects in the sample, 
j – index indicating the next input j=1,…,l,
k – number of inputs,  
yi – effect of an object i,
xij – input j in an object i,
�� – parameters to be estimated,  
vi – random variable representing the random component, 
ui – positive random component associated with inefficiency (TE).  

The comparison of the functional form was made based on the likelihood ratio statis-
tics test (LR), which takes the following form 

(3) 

where:

 – logarithm of the maximum likelihood value of the model with restrictions, 

 – logarithm of the maximum likelihood value of the model without restrictions. 

Based on the results of hypothesis verification concerning the choice of the functional 
form, it was stated that the proper form describing relations between the adopted inputs and 
outputs is the Cobb-Douglas model in each of the sectors in all the analyzed periods (at the 
significance level of less than 0,1). The efficiency was assessed on the basis of the quotient 
of the observed output (y; equation 1) and the maximum output to be achieved character-
ized by exp(vi), denoted by y* (this value assumes no inefficiency - ui=0), thus the efficien-
cy ratio may be written as [Coelli et al. 2005]: 
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Table 3. Hypothesis verification for the selection of model's functional form 
M

ea
tt 
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ng
 

year LR result(1) model 

2006 -324,69 -322,25 4,88** No reason for rejecting H0 Cobb-Douglas 

2007 -346,47 -344,33 4,28** No reason for rejecting H0 Cobb-Douglas 

2008 -329,28 -326,27 6,00** No reason for rejecting H0 Cobb-Douglas 

2009 -346,17 -341,15 10,04* No reason for rejecting H0 Cobb-Douglas 

2010 -348,03 -342,38 11,30* No reason for rejecting H0 Cobb-Douglas 

2011 -327,77 -322,37 10,80* No reason for rejecting H0 Cobb-Douglas 

(1) The value of �$2 distribution for 35 degrees of freedom and at the significance level of 0,05 (**) was equal to 
7,82; at the significance level of 0,1 (*) was equal to 11,34. If LR*< �$2(3), there is no reason for rejecting H0.

Source: Own calculation, see also [Jarz�
bowski 2013a]. 

The efficiency frontier was determined on the basis of the estimation (using the maxi-
mum likelihood method6) of parameters of production function adopted in the SFA method, 
i.e. the Cobb-Douglas function.  

Efficiency of enterprises and integration within the supply chain 

The integration with environment (external organizations) of the system is highlighted 
(a company is understood as the system). Cooperation is here the main element of the or-
ganizational integration of a company with environment [Steffen & Born 1987, pp. 210]. 
The need for integration between an enterprise and its environment increases with the de-
gree of intensification of global competition. In this context, the concept of integration, 
considered as a key factor in achieving better results by an enterprise, is one of the most 
important topics in the scientific literature. N. Fabbe-Costes and M. Jahre, in their literature 
review, argue that authors generally agree that stronger relationships and higher degrees of 
integration lead to better business performance [Fabbe-Costes and Jahre 2008]. The effi-
ciency ratios obtained by using the SFA method are presented for empirical illustration for 
all size groups (Table 4). 

On the basis of the results presented in Table 4 one can state that in the analyzed sector 
in each year the average efficiency ratio increases together with an increase of a company’s 
size7. The micro enterprises achieved the efficiency ratio ranging from 0,24 to 0,33; the 
average ratio for small enterprises ranged from 0,34 to 0,42; the efficiency ratio for medium 

                                                           
5 The number of the degrees of freedom is equal to the difference in the number of parameters in the model with-
out restrictions (here the translog model) and in the model with restrictions (here the Cobb-Douglas model). 
6 The least squares method and its derivates are the other methods for estimation of the parameters of the produc-
tion function while determining the efficiency frontier [Coelli et al. 2005]. 
7 Due to the fact that the relative efficiency is determined using the SFA method, there is no possibility of comparing 
the results achieved in the different models. Within the framework of the SFA method, one of the approaches to assess 
efficiency between years is the creation of a dynamic model for balanced panel data, see. Bezat A. (2011) Estimation 
of technical efficiency by application of the SFA method for panel data, Scientific Journal Warsaw University of 
Life Sciences – SGGW, Problems of World Agriculture 2011, Vol. 11, No. 3, pp. 5-13. 

ˆln ( )RL �T ˆln ( )NL �T
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enterprises took values from the range 0,40-0,5; in the case of the large enterprises the 
lowest ratio was equal to 0,48 and the highest – 0,59. 

Table 4. Average efficiency ratio calculated by using the SFA method in size groups of enterprises in period 2006-
2011   

Year/company’s size 2006  2007  2008  2009  2010  2011  

micro 0,239  0,326  0,266  0,271  0,300  0,307  

small 0,378  0,423  0,344  0,362  0,378  0,397  

medium 0,493  0,483  0,404  0,494  0,499  0,488  

large 0,507  0,483  0,480  0,559  0,564  0,592  

Source: Own work. 

In the literature, there are studies in which the statement that integration in both direc-
tions (upstream and downstream) is more preferable than the integration only with custom-
ers or only with suppliers is highlighted. [Frohlich & Westbrook 2001; Rosenzweig et al. 
2003]. In order to determine the integration degree in the supply chain reflecting the 
strength of relations between trading partners, the SCIDM ratio of integration level was 
applied (Supply Chain Integration’s Degree Measure) that includes integration with both 
suppliers and customers8.

Table 5. Integration’s degree ratio SCIDM  in size groups of enterprises within period 2006-2011   

Year/company’s 
size 2006 2007 2008 2009 2010 2011 

micro 53,2 60,2 59,0 66,3 64,1 63,5 

small 82,4 86,0 80,6 85,7 82,0 84,5 

medium 105,8 88,9 92,0 110,5 97,8 90,0 

large 115,3 101,0 88,1 95,7 104,4 110,8 

Source: Own calculation. 

Based on the ratio it may be noticed that the average SCIDM ratio increases together 
with the increase of the company size in each of the analyzed years, i.e. 2006-2011. The 
Pearson correlation coefficients were determined between the integration degree and the 
efficiency level. The coefficients ranged from 0,73 in 2008 to 0,79 in 2009. High correla-
tion between two analyzed variables shows that integration (through creation of various 
form of cooperation) with its environment - so other participant (stages) of meat supply 
chain, presented in this paper, can lead to better efficiency of meat processing companies.         

                                                           
8 Due to the size limitations of the paper, the synthetic results were presented. The detailed description of the 
SCIDM ratio may be find in Jarz�
bowski S. (2013): Integracja �áa��cucha dostaw jako element kszta�átowania efek-
tywno��ci sektora przetwórstwa rolno-spo�*ywczego, Wydawnictwo SGGW, Warsaw. 
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Summary and conclusions 

The basis of the undertaken analyses were the assumptions about the exchange of 
goods resulting from the division of labor and specialization. Since these processes take 
place on the market (a place where demand meets supply), the analysis of the theoretical 
base should concern the market equilibrium theory, which is a core of the classical theory 
of economy. Since the assumptions of the market equilibrium theory are not satisfied in 
economic reality, the functional weaknesses of the market may appear, e.g. information 
asymmetry, transactional costs, the existence of property rights and increasing returns to 
scale. Practices that are used in order to counteract the functional weaknesses on the market 
include among others: creating relationships with external partners, cooperating with sub-
contracting third parties, different integration forms, cooperation, collaboration, organiza-
tion, long-term agreements or creating symbiotic partnerships. These various forms of co-
operation occur within the supply chains. In the paper, the links of the supply chain were 
identified and analyzed in terms of the structure to indicate the place of analyzed companies 
in the chain. 

In the analytical part of the article, the efficiency of the companies has been assessed 
by using the SFA method (Stochastic Frontier Approach) and the integration degree in the 
supply chain has been determined, showing the strength of relations between trading part-
ners. On the basis of the conducted analysis, it was stated that the largest enterprises are 
characterized by the highest integration degree, these enterprises are also the most efficient 
ones. This means that mainly large enterprises of the meat processing industry undertake 
actions aimed at creating relations with external partners, in order to counteract the func-
tional markets weaknesses and to achieve the highest level of efficiency. 
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The influence of international trade with Germany, the agro-food 
trade in particular, on the Polish GDP size 

Abstract. The influence of international trade on the growth of GDP has undergone some changes 
over time. The paper presents national trade between Poland and Germany with special emphasis on 
the agro food trade. The paper includes the estimation of the effects of Polish income obtained 
through trade with Germany, including the agro-food trade.  

Key words: agro-food products, Polish international trade, multiplier effect, Germany 

Introduction

The relationship between foreign trade and economic development is the subject of 
research of many economists. The subject was analyzed in detail by J. Viner [Misala 2005] 
later, it was criticized by the classics, among others Adam Smith and David Ricardo. Adam 
Smith believed that foreign trade plays an important role as a factor in opening up new 
markets for production surplus in the country and thus contribute to the growth and 
development of the national economy [Smith 2012]. D. Ricardo emphasized the possibility 
of increasing the income of the country by improving the terms of trade [Kamecki, 
So�ádaczuk & Sierpi��ski 1971]. Neoclassicals, including A. Marshall similarly presented the 
role of trade in economic development. J. M. Keynes presented a new perspective on the 
impact of foreign trade on changes in national income and employment. He pointed out that 
the foreign trade multiplier effects start affecting national income. J. M. Keynes and his 
followers argued that a positive trade balance can work toward economic recovery in the 
country and the negative trade balance can contribute to the deepening economic 
depression [Keynes 1931; Kamecki, So�ádaczuk & Sierpi��ski 1971]. 

In the postwar period, R. F. Harrod took up the issue of long-term economic 
development and its relation to international trade [Kamecki, So�ádaczuk & Sierpi��ski
1971].

The current trends of research both criticize, as well as develop earlier theories, as well 
as recognize and explore new phenomena and relationships occurring between international 
trade, the domestic economy and the global economy. 

For many years Germany has been the main trading partner with Poland. The 
importance of the German economy is evident from the Polish marketization. In the 1980s 
and 1990’s, relationships were strengthening in the exchange of goods, including 
agricultural and food products. Polish integration with the European Union in 2004 led to 
the opening of markets and standardization of methods of mutual exchange. Since 2003 the 
mutual trade was characterized by a increased tendency for Germany's share in Polish 
international trade, which accounted for over a quarter of all sales, both in exports and 

1 PhD, e-mail: elzbieta_kacperska@sggw.pl 
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imports. The German economy in the years 2004-2012 remained the most important 
recipient of agro-food products and their exchange was beneficial for Poland. Therefore it 
is important to know the impact of international trade with Germany on the size of  Polish 
GDP. 

Research methodology 

The aim of the study was to present the volume of trade between Poland and Germany 
with particular emphasis on agro-food trade and to estimate the effects of income derived 
from the Polish-German trade, including the agro-food trade, taking into account the 
multiplier response from the demand side. The analysis covered the years 2004-2012 and 
was related to the impact of exports and imports on the size of GDP. 

In the analysis indicators of the impact of exports and imports to national income were 
used, ie: the rate of export, import rate, the marginal rate of export,  the marginal rate of 
import, income elasticity of exports, the income elasticity of imports, international trade 
multiplier. 

The rates of exports and imports indicate the importance of foreign trade in the 
country. Export rate shows the percentage share of exports in national income at a given 
time. It is written using the following formula: 
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where: 
se – the rate of export,  
Exi – global export value of the country i,
Yi – the national income of the country i.

The rate of import shows the percentage share of imports in national income at a given 
time. It is written using the following formula: 
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where: 
sim – the rate of import,  
Imi – global value of import of the country i,
Yi – the national income of the country i.

Further indicators in the analysis are the marginal rates of export and import. They 
depend on the structures of production and level of living. High marginal rate of export will 
attest to the fact that the country's economic growth is largely based on export expansion, 
while high marginal rate of import indicates a high absorption capacity of the economy 
associated with an increase of GDP. Marginal rate of export determines the growth of 
export with the individual’s national income and it takes the form: 
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where: 
skex – marginal rate of export,  
�¨Exi – the country's i export growth i,
�¨Yi – increase of the national income of the country i.  

Marginal rate of import defines the change in import of a particular country with an 
increase in the national income of the individual. This indicator takes the form: 
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where: 
skim – marginal rate of import,  
�¨Imi – increase in import of the country i,
�¨Yi –  increase the national income of the country i.

Indicators of income elasticity of export and import determine the impact of export 
and import on economic growth. Ratio of export income elasticity informs about relative 
changes of export in relation to the relative changes of national income, it takes the form: 
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where: 
e
exd  – income elasticity of export,  

other symbols as above. 
Ratio of import’s income elasticity indicates the relative changes in import in relation 

to relative changes in national income, it takes the form: 
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where: 
e
imd  – income elasticity of import,  

other symbols as above. 
If the coefficients of income elasticity of export or import take the values above unity, 

it means that the export/import is a key factor of economic growth in the country and its 
share in the national income grows. These values can be smaller than unity and the 
export/import inhibit the economy and their share in national income reduces [Misala 
2005]. 
Another instrument used in the study is the international trade multiplier. Multiplier 
(investment, export) is a factor determining the increase in national income due to 
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economic growth (increase in investment, exports) [Bo�*yk 2008]. This concept was 
introduced by R. F. Kahna and developed by J. M. Keynes [Keynes 1956]. The multiplier is 
only present in a market economy, in which there are production reserves and it is activated 
by certain impulses of economic growth (increase in investment, export growth) which 
create additional demand [Bo�*yk 2008]. It takes the form: 
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where: 
ko – the multiplier in an open economy,  
�¨S/�¨Y – marginal propensity to save (accumulate), 
�¨Im/�¨Y – marginal propensity to import. 

It can be concluded that the foreign trade multiplier is the inverse of the marginal 
propensity to save plus the marginal propensity to import . The growth of national income 
induced by multiplier reaction is determined by the following formula [Guzek 2004]: 

o
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where: 
gY�' – increase of the national income generated by the growth of export from the 

multiplier reaction,  
�¨Ex – increase export. 

The growth in export is treated as equivalent to the so-called,  autonomous 
investments and the degree of its impact on national income depends on the impact of the 
marginal propensity to import on the multiplier level. The greater inclination the lower 
multiplier, which means lower impact of export growth on national income [Guzek 2004]. 
Form of multiplier for the practical analysis in an open economy must be verified due to the 
fact that it is not subject to decomposition, i.e. that the effect calculated for the international 
trade of the particular country is not the total sum of income effects calculated separately 
for each of its partners [Guzek 2004]: 
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where: 
ko – overall multiplier of international trade of the particular country,  
i- 1,2…n – number of the country-partner;  
ki – individual international trade multiplier of the tested country with the country i,
wi – weight in the form of participation of the country in the overall increase of export in a 
tested country to all partners. 

Individual multiplier takes the form: 
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where: 
Imi

t-1/Y t-1 – the share of import of the country from a partner i year t-1 in the national 
income in a given country in year t-1,
�¨St/�¨Y t – marginal propensity to save in the examined country in year t,
�¨Imi

t-1/Im t-1 – the rate of growth of import of a particular country with country i year t,
�¨Y t/Y t – rate of growth of national income in a given country in year t.

The multiplier can be kept within the range of unity to infinity. If it is one, it means 
that economic growth does not increase the national income. Values greater than unity 
indicate that the increase in national income exceeds the increase in investments or export 
[Bo�*yk 2008]. 

Gross domestic product in Poland in the years 2004-2012 

The value of Polish GDP increased from 924 PLN billion in 2004 to nearly 1.6 trillion 
PLN in 2012. The GDP grew during the period, but annual analysis shows variable value 
increments. Since 2009, annual GDP growth increased. The reason for the slowdown of 
GDP growth was the global crisis. 

The share of capital formation in GDP ranged from 19.27% to 24.45%. In 2009, it was 
observed that the value of investments declined (Table 1). 

Table 1. The value gross domestic product and gross capital formation in 2004–2012 

Specification
Year 

2004 2005 2006 2007 2008 2009 2010 2011 2012 
GDP of Poland (in 
million PLN) 924538 983302 1060031 1176737 1275508 1344505 1416585 1528127 1595225 

GDP growth 
compared to the 
previous years 

81382 58764 76729 116706 98771 68997 72080 111542 67098 

Accumulation of total 
(in million PLN) 185542 189445 223162 287657 304848 273568 297449 337076 325688 

The increase of 
accumulation 
compared to the 
previous period 
(million PLN) 

27514 3903 33717 64495 17191 -31280 23881 9627 -388 

The share of 
accumulation in GDP 
(%)

20.07 19.27 21.05 24.44 23.90 20.35 21.00 22.06 20.42 

Marginal propensity 
to save 

0.34 0.07 0.44 0.55 0.17 -0.45 0.33 0.36 -0.17 

Source: Own calculations based on data from Statistical Yearbooks for the years 2004-2013, Central Statistical 
Office, Warsaw. 
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Polish International trade in the period 2004-2012 

Polish foreign trade in the period 2004-2012 showed increasing trends in export and 
import. Export in the analyzed period doubled, reaching a value of 744.7 billion PLN in 
2012; the account balance was negative except for 2009 and 2012. Increase in export 
analyzed year on year showed high variability, especially the decrease in growth occurred 
in 2008 and 2009, which was a result of the global financial crisis. Between 2010 and 2011 
export definitely improved in increments of 90 billion PLN in 2011, but in 2012, the 
growing trend weakened rapidly. 

 A similar tendency was observed in import. In 2009 there was a decline in the value 
of import, but in subsequent years, there was a rapid growth (Table 2). Indicators of export 
and import’s rate were quite high and ranged at 37-45%. 

Marginal rate of export has shown considerable volatility during the period. However, 
its value was greatly improved in the years 2010-2011 (Table 2). 

Table 2. Polish international trade and main indicators of international trade in 2004-2012 

Specification 
Year 

2004 2005 2006 2007 2008 2009 2010 2011 2012 

Export (in million 
PLN) 346631 364658 427776 479606 508887 530278 598369 688738 744748 

Import (in milion 
PLN) 368365 371946 446927 513425 559521 529269 615470 706326 739947 

Increase of export 
(in million PLN) 65743 18027 63118 51830 29281 21391 68091 90369 56010 

Increase of import 
(in million PLN) 64790 3581 74981 66498 46096 -30252 86201 90856 33621 

Export range 37.49 37.09 40.36 40.76 39.90 39.44 42.24 45.07 46.69 

Import range 39.84 37.83 42.16 43.63 43.87 39.37 43.45 46.22 46.39 

Marginal export 
range 0.81 0.31 0.82 0.44 0.30 0.31 0.94 0.81 0.83 

Marginal import 
range 0.80 0.06 0.98 0.57 0.47 -0.44 1.20 0.81 0.50 

Source: as in Table 1. 

Marginal propensity to save in Poland and to import from Germany 

Polish-German trade relations from the beginning of the transition are characterized by 
a positive trend. This trend was observed until 2009, in that period the financial and 
economic crisis has weakened the mutual trade. After a period of weakening of the 
exchange from 2010 a growing trend returned. 

Polish trade with Germany in the years 2004-2012 showed a negative balance of 
deepening trend. The value of import in 2004 amounted to 79.3 billion PLN and increased 
to 138.2 billion PLN in 2012, particularly large increases in imports was observed in 2010 
and 2011, in 2012 there was a decline in the value of import (Table 3). 
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In the analyzed period, the marginal propensity to save in Poland significantly 
changed. In the years 2006–2007 it was relatively high, both in relative terms and absolute 
terms. The negative impact on the growth of savings was the economic crisis in 2009 
(Table 1). Years 2008 to 2009 were characterized by a slowdown of the Polish economy, 
despite its further development. During this period, most of the indicators declined. 

Polish marginal propensity to import from Germany in the period was rather low. This 
indicator was characterized by high volatility; in 2012, it was negative (Table 3). 

Table 3. The value of import from Germany and its main indicators in 2005-2012 

Specification 
Year 

2005 2006 2007 2008 2009 2010 2011 2012 

Import from Germany  
(in million PLN) 

80994.3 94645.7 109873.9 114166.3 103672.5 117305.9 139088.6 138180.0 

Import growth 
(in million PLN) 

1602.7 13651.4 15228.2 4292.4 -10493.8 13633.4 21782.7 -908.6 

Poland’s marginal 
propensity to import from 
Germany 

0.03 0.18 0.13 0.04 -0.15 0.19 0.20 -0.01 

Source: as in Table 1. 

Polish income effects generated by trade with Germany

Polish exports to Germany in the analyzed period increased from 81.7 billion PLN in 
2004 to 151.7 billion PLN in 2012. In the analyzed period there was a slowdown in export 
in 2005 and 2008. In the analyzed period, the international trade multiplier clearly 
deteriorated. In 2005, it amounted to 7.85 % and was the highest in the period. In later 
years, it hesitated in the range of 0.65 - 1.56%; in 2009 it was the lowest. In 2012, the 
Polish international trade multiplier reached a value of 3.02 and was the best since 2005. 
Low multiplier values point to a slow growth of national income but if the upward trend 
continues, an increase in national income will generate (Table 4). 

Table 4. The value Polish of export to Germany and its main indicators in 2005-2012 

Specification 
Year 

2005 2006 2007 2008 2009 2010 2011 2012 

Export to Germany            
(in million PLN) 

81449.4 93337.8 100120.0 101520.0 110679.9 125550.6 145764.2 151747.7 

Export growth                    
(in million PLN) 

-324.2 11888.3 6782.2 1400.0 9159.9 14870.7 20213.6 5983.6 

International trade multiplier 7.85 0.71 0.89 1.56 -1.12 0.65 0.85 3.02 

Poland’s income effect 
arising from trade with 
Germany (in million PLN) 

-2545.4 8391.9 6042.5 2184.9 -10271.2 9737.1 17279.4 18058.0 

Source: as in Table 1. 
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The combined effect of income on account of Polish trade with Germany for the 
period 2005-2012 amounted to 49.6 billion PLN. This amount is very low, taking into
account the value of total export of 991.9 billion PLN and import 977.3 billion PLN for this
period. Years 2010-2012 showed an increase in the multiplier effects (Table 4). 

Indicators of income elasticity of total export to Germany showed a high variability in 
the considered period. Only the years 2010-2012 show a positive impact of export on GDP. 
Indicator of income elasticity of export to Germany in the years 2005-2008 and 2012 was 
significantly lower than the total index. In 2009-2011 the rate was higher, which means 
trade with Germany generates additional revenue. Indicators of income elasticity of import 
to Germany showed similar trends (Table 5). 

Table 5. The index of income elasticity of export and import in general and to Germany together with export 
multiplier to Germany in 2005-2012 

Specification 
Year 

2005 2006 2007 2008 2009 2010 2011 2012 

Income elasticity of export 0.83 2.04 1.09 0.74 0.79 2.24 1.80 1.79 

Income elasticity of import 0.16 2.32 1.31 1.06 -1.11 2.75 1.76 1.08 

Income elasticity of export 
to Germany 

-0.07 1.76 0.68 0.18 1.61 2.33 1.90 0.94 

Income elasticity of import 
to Germany 

0.33 1.99 1.40 0.49 -1.97 2.28 2.15 -0.16 

Multiplier export to 
Germany -3460 19257 9928 6436 -15129 28573 36715 -32650 

Source: as in Table 1. 

Trade in agro-food products between Poland and Germany in the 
years 2004-2012 

The most important recipient of Polish agro-food products is Germany. In 2012, about 
22% of Polish agro-food export products was sold on this market. In the analyzed period, 
the mutual exchange of agro-food products between Poland and Germany proceeded 
successfully and was characterized by an upward trend, both in terms of export as well as 
import. Account balance showed a surplus in the considered period. Sale of food and 
agriculture, despite the crisis was characterized by a rapid increase, and the agro-food 
industry was one of the sectors with the highest growth rates. Although in the years 2010-
2012 the German market recorded a decline in domestic demand, the turnover in the agro -
food did not decrease but even increased [Kacperska 2012]. 

Polish agro-food products for many years have been becoming increasingly important 
in international trade. This is the effect of using high quality raw materials, modern 
technology and manufacturing original products with unique recipes. Polish products are 
highly appreciated on the international market and gain a growing number of customers 
[Kacperska 2012]. 
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Marginal propensity of Poland to import agro-food from Germany 

Agro-food import from Germany to Poland is on high level. Its value in the analyzed 
period increased from 3.6 billion PLN in 2005 to 12.2 billion PLN in 2012. The share of 
import from Germany in Polish agro-food trade has stood since 2007 at over 20%. 
Marginal propensity of Poland to import agro-food products from Germany was at a low 
level, pointing to its marginal significance (Table 6). 

Table 6. The value of agro-food import from Germany and its main indicators in 2005-2012 

Specification 
Year 

2005 2006 2007 2008 2009 2010 2011 2012 

Agro-food import (in 
million PLN) 3610.8 4212.1 5702.3 7707.8 8937.1 9493.1 12020.7 12274.4 

Agro-food import’s 
growth (in million PLN) 

666.3 601.3 1490.1 2005.6 1229.3 556.0 2527.6 253.7 

Marginal propensity of 
Poland to import agro-
food from Russia 

0.011 0.008 0.013 0.020 0.018 0.008 0.023 0.004 

Source: as in Table 1. 

The effect of Poland’s income on account of Polish agro-food trade 
with Germany 

Agro-food export to Germany pointed to a growing trend. In 2012, reached 16.4 
billion PLN. The share of agro-food export to Germany in total stood at 22-25%. 
Commodity structure of Polish export to Germany in the analyzed period has changed quite 
significantly. This was the reason for the change that occurred in Poland in the period of 
transition and the adjustment period to the requirements of the European Union. 

The total income generated by the agro-food trade with Germany in the years 2005-
2011 was 3.1 billion PLN and was relatively low in relation to total export to Germany 9.5 
billion PLN (Table 7). 

Table 7. The value of agro-food export to Germany and its main indicators in 2005-2012 

Specification 
Year 

2005 2006 2007 2008 2009 2010 2011 2012 

Agro-food export       
(in million PLN) 

7342.1 8233.4 9707.9 10036.9 11314.9 12317.0 14209.5 16455.5 

Agro-food export’s 
growth (in million PLN) 

1255.7 891.2 1474.6 328.9 1278.0 1002.2 1892.4 2246.0 

The effect of Poland’s 
income on account of 
Polish agro-food trade 
with Germany 

13402.8 1443.6 2158.6 1512.2 -2110.9 1925.5 3437.3 -12255.7 

Source: as in Table 1. 
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Summary

For many years Poland has been developing cooperation with Germany. Good 
neighborly relations and membership to the European Union strengthen cooperation and 
contribute to increasing trade. Germany is the most important recipient of Polish agro-food 
products. About 24% of Polish agro-food export gets on this market. In 2012, the value of 
exported agro-food products amounted to EUR 3.8 billion. Processed products of plant and 
animal origin dominated in the commodity structure. 

From Germany, every year we import more food products. In 2012, the value of 
import amounted to 3.0 billion EUR. Processed products have dominant position in import 
to Poland. 

The balance of mutual exchange in the period was positive. The value of exported 
products has grown 4 times and the value of imports over 6-times during the surveyed 
years, indicating a faster rate of growth of import, which may be detrimental for our 
country. 

In the analyzed period, Poland reached a total income effect of trade with Germany in 
the amount of 49.6 billion PLN - including the agro-food trade 3.1 billion PLN. Analysis of 
the impact of foreign trade with Germany on Poland's GDP growth indicates that it is small, 
but with an upward trend for the years 2010-2011. 
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Modelling joint distribution of crop plant yields and prices with 
use of a copula function 

Abstract. The paper constitutes an attempt at modelling the joint distribution of crop plant yields and 
prices in Poland. The main objective of the paper was to examine the usefulness of the copula function 
for the task and the selection of suitable marginal distributions. The fit of a joint distribution based 
copula function was compared with multivariate normal distribution. It was revealed that the 
multivariate normal distribution is outperformed by a Gaussian copula with the following marginal 
distribution: yields of both crop plants – normal distribution, price of wheat – Burr distribution (type 
XII) and price of rapeseeds – lognormal distribution. The main advantages of the copula function 
were: the possibility to use different marginal distributions and ability to model non-elliptical two-
dimensional distributions. The practical implications of choosing the right joint distribution is 
demonstrated by comparing empirical quantiles of income for a given crop structure with theoretical 
quantiles based on the proposed joint distributions. 

Key words: joint distribution, yields and prices, income risk, copula function 

Introduction

Income risk in agriculture is most strongly affected by crop plant yields and prices. To 
properly evaluate the income risk of the crop structures examined, one should calculate at 
least the first two moments of the income generated by this crop structure, that is, a sum of 
yield-price products. The calculation of income distribution moments must be preceded by 
an estimation of the joint multi-dimensional distribution of crop plant yields and prices. 

It has so far been assumed that the relation between yields and prices of the entire 
group of the plants being examined is explained sufficiently well enough by a correlation 
matrix. Consequently, it was believed that the multidimensional distribution of yields and 
prices can be sufficiently approximated by a multivariate normal distribution. 

Regrettably, this strong assumption is not justified even in case of a marginal 
distribution [Tejeda and Goodwin 2008]. It cannot be expected that each of the examined 
variables follows normal distribution or even in fact, the same distribution. Therefore, it is 
reasonable to look for such a tool that will allow to incorporate various marginal 
distributions into one joint distribution of yields and prices [Zhu et al. 2008, Schulte-Geers 
and Berg 2011]. 

This paper aims at verifying the usefulness of a copula function for modelling joint 
distribution of crop plant yields and prices in Poland and for the selection of suitable 
marginal distributions. 

1 PhD, e-mail: pawel_kobus@sggw.pl 
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Data

This analysis uses farm level data from the Polish Farm Accountancy Data Network 
(FADN). The process of data selection was as follows: samples from years 2004 – 2009 
were screened for farms which were present in the samples in all the years, and for which 
yields and transaction data for winter wheat and rape were available for all the years 
examined. In the end, a sample consisting of 378 farms was selected. 

Observations of the following variables were available for each farm: 
X1 – winter wheat yield [dt/ha]; 
X2 – rape yield [dt/ha]; 
X3 –wheat price [PLN/dt]; 
X4 – rapeseeds price [PLN/dt]. 
Observations from all the farms and from all years were analysed together. Thus, 2268 

repetitions were obtained for each variable. 

Fig. 1. Marginal distributions of yields and prices for winter wheat and rape 

Source: own calculations, based on FADN data 

The histograms in the Fig. 1 confirm that the shape of the distribution is relatively 
close to normal distribution only for yields (X1 and X2). The prices, especially those of 
wheat (X3), manifest a positive skew which is too high for a normal distribution. The values 
of descriptive statistics in Table 1 also support the first impression about yield and price 
distributions. For the yields (X1 and X2), kurtosis is very close to 3 and the skewness 
coefficient is close to 0, while for wheat prices (X3) skewness is 1.03 and for rapeseed (X4)
it is 0.65. 
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Table 1. Basic characteristics of the yield and price distributions 

Descriptive statistics X1 X2 X3 X4

Average 55.88 31.79 51.13 92.86 

Standard deviation 12.29 7.86 14.25 16.85 

Variation coefficient 0.220 0.247 0.279 0.182 

Median 55.00 32.00 47.15 90.94 

Kurtosis 2.99 3.26 3.81 3.15 

Skewness 0.15 -0.18 1.03 0.65 

Source: own calculations, based on FADN data 

On the basis of the results from Table 1, it was decided to consider 3 marginal 
distributions: normal, lognormal and Burr (type XII), the last one allows for extreme right 
skewness and is a good candidate for X3 and X4.

Methods 

We start the process of searching for an appropriate joint distribution of yields and 
prices by considering options for marginal distributions, than we estimated dependence 
structure of joint distribution using Gaussian copula function. To compare various 
distribution Voung test [Voung 1989] was applied. 
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2 See [Tadikamalla 1980] for a friendly introduction to Burr distribution.
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For modelling the joint distribution copula function was applied, where p-dimensional 
copula C(F1(x1), F2(x2), …, Fp(xp)) is defined as multi-dimensional distribution on [0, 1]p

space, with marginal distributions following standard uniform distribution U(0,1). It was 
proved in [Sklar 1959] that any multi-dimensional distribution F(x1, x2,…, xp) with 
marginal distributions functions F1, F2, …, Fp can be written as follows: 

� � � �1 2 1 1 2 2( , , , ) ( ), ( ), , ( );p p pF x x x C F x F x F x� ��� � � � (4) 

where ��  is copula function parameters vector. 
In this paper, the multi-dimensional distribution was estimated as follows: first, the 

marginal distribution was estimated using the maximum likelihood method, then next, for 
the selected type of copula function, i.e., Gaussian copula, dependency parameters were 
estimated using the maximum pseudo-likelihood method. In case of Gaussian copula, the 

parameters vector ��  is a vector of correlations 1 2[ , , , ]k�U � U � U�� , where 21
2k p p�  � �.

When we consider two or more models for describing the distribution of an observed 
variable, we need a procedure for choosing this model, which is significantly better. One 
popular approach is to use the likelihood ratio (LR) test. However, the LR test can be used 
only when the models being compared are nested. Using the Kullback-Leibler information 
criterion, Voung proposed the closeness likelihood ratio based test for non-nested models 
[Voung 1989]: 
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where 
Â

LL  and 
B̂

LL  are log-likelihoods of estimated models A and B, Ap  and Bp

are numbers of their parameters, N is the number of observations and 2ˆ�Z is sample 
variance of the pointwise log-likelihood ratios. According to theorem 5.1 in [Voung 1989]: 

�x under the H0 (the null hypothesis about both models being equally close or 
distant from the true model), the Vz  statistic follows standard normal 

distribution N(0,1); 
�x under the HA, that is, the alternative hypothesis that model A is closer to the 

true model, Vz � o � f ;

�x and under the HB, that is, the alternative hypothesis that model B is closer to 
the true model, Vz � o � �� f.

This theorem provides a simple rule for deciding which model is better: if Vz c�!  then 

model A is significantly better than model B, and if the value of Vz c� � � �  then model B is 

the better one, where c is a critical value from standard normal distribution of a chosen 
significance level. 
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The calculations for all models were performed in R, a statistical computing environment 
[R Core Team 2013] with help of the ‘copula’ package [Hofert et al. 2013] and the ‘actuar’ 
package [Dutang et al. 2008]. 

Results

As already mentioned, in this paper there are 3 distributions: normal, lognormal and 
Burr (type XII), which are considered as options for marginal distributions. All three were 
fitted for each of variables: X1, X2, X3 and X4. Next, Voung test was used for selecting the 
best one in each case. 

Table 2. Results of Voung test for the yield and price distributions 

Compared distributions 
Values of Vz  statistics 

X1 X2 X3 X4

Burr v. Normal -1.319 -1.368 8.927 6.012 

Burr v. Log-normal 3.757 5.252 1.756 -1.742 

Normal v. Log-normal 3.836 5.092 -16.032 -10.385 

Source: own calculations, based on FADN data 

The interpretation of values in Table 2 need some clarification. For example, in the 
first line, when comparing Burr and normal distributions, we see 6.012 in the last column, 
which means that for variable X4, the Burr distribution is closer to the true model than 
normal distribution. What it is more, the value 6.012 compared with the 95% quantile of the 
standard normal distribution (1.6448) proves that this is a significant difference. But if we 
look at the second row where Burr and log-normal distribution are being compared, we see 
the Vz  statistic with the value of -1.742, meaning that the Burr distribution is significantly 

farther from the true one than the log-normal distribution. 

Fig. 2a. Fitted marginal distributions of yields for winter wheat and rape 

Source: own calculations, based on FADN data 
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In the end, following distributions were selected: X1 ~ N(55.880, 12.295), X2 ~ 
N(31.792, 7.857), X3 ~ Burr(0.305, 12.530, 39.234), X4 ~ logN(4.515, 0.178), the values 
given in parentheses being maximum likelihood estimators of distribution parameters. 

Fig. 2b. Fitted marginal distributions of prices for winter wheat and rape 

Source: own calculations, based on FADN data 

In Fig. 2a and Fig. 2b we can see, that except for the price of rapeseed (X4), all other 
density functions seem to fit the empirical data rather well. Nevertheless, these were only 
marginal distributions. It is not possible to depict on paper a distribution above a dimension 
of 2. Fig. 3 shows the scatterplots for each combination of variables, which at least makes it 
possible to see the 2-dimensional relation between variables  

Fig. 3. Two-dimensional scatterplots for joint distribution of yields and prices for winter wheat and rape 

Source: own calculations, based on FADN data 
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It was evident that only scatterplots for the 2-dimensional distribution of X1 and X2

have the typical elliptical shape of a bivariate normal distribution (see graphs in Fig. 3: first 
row, second column or second row, first column). In the remaining cases, especially for X3

and X4, the shape is non-elliptical. 

Table 3. Estimated parameters of Gaussian copula function 

Parameters Estimate Std. Error z value Pr(>|z|) 

rho1 0.42444 0.01695 25.042 <2.00E-16 

rho2 0.02134 0.02183 0.977 0.32836 

rho3 0.06535 0.02213 2.953 0.00314 

rho4 -0.03431 0.02114 -1.623 0.10466 

rho5 0.0408 0.02130 1.915 0.05544 

rho6 0.53365 0.01344 39.711 <2.00E-16 

Source: own calculations, based on FADN data 

To allow for a different marginal distribution and non-elliptical shape of the 2-
dimensional distribution, the Gaussian copula function was estimated with such parameter 
values as given in Table 3. The correlations from Table 3 show the fairly strong positive 
relation between yields of wheat and rape, and between prices of wheat and rape. All other 
correlations are very weak and not significant at a typical 5% significance level in most 
cases.

As mentioned in the introduction, the main aim of this paper was to investigate 
whether a copula function will outperform the multivariate normal distribution in modelling 
the joint distribution of crop plant yields and prices. For that purpose, the Voung test was 
used. Since this is a test relatively little known to the majority of agriculture economists, an 
example of a calculation is given below: 

15 14
( 34702.76) ( 35179.8) log(2268)

2 14.03
2268 0.5013Vz

��
� � � � � � � �

�  �  
�˜

 (6) 

Comparing the Vz  statistic with quantiles of the standard normal distribution N(0, 1), 

we can see that the hypothesis of equidistance from the true model must be rejected on a 
arbitrarily low level of significance, i.e., p-value is below 2.00E-16. Therefore, it must be 
concluded that modelling joint distribution of crop plant yields and prices on the basis of a 
copula function is definitely a better choice than using the multivariate normal distribution. 

Figures 4 and 5 show scatterplots for the samples generated from joint distribution of 
crop plant yields and prices based on a copula function and on the estimated multivariate 
normal distribution, respectively. It is clear that only the first one allows for the non-
elliptical 2-dimensional distribution observed in the empirical data. It is a visual 
confirmation of the above tests, which show that the multivariate normal distribution is not 
suitable for modelling the joint distribution of crop plants yields and prices. 


































































































































































































































